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Welcome to Introduction to Networking with Network1. Wiley aims produce a series of 
textbooks that deliver compelling and innovative teaching solutions to instructors and superior 
learning experiences for students. Crafted by a publisher known worldwide for the pedagogical 
quality of its products, these textbooks maximize skills transfer in minimum time. Students are 
challenged to reach their potential by using their new technical skills as highly productive 
members of the workforce.

■ The Wiley Program
Introduction to Networking with Network1 includes a complete program for instructors and 
institutions to prepare and deliver a fundamentals of networking course and prepare students 
for CompTIA’s Network1 certifi cation exam. We recognize that, because of the rapid pace of 
change in networking technology and changes in the CompTIA Network1 curriculum, there 
is an ongoing set of needs beyond classroom instruction tools for an instructor to be ready to 
teach the course. Our program endeavors to provide solutions for all these needs in a system-
atic manner in order to ensure a successful and rewarding course experience for both instructor 
and student—technical and curriculum training for instructor readiness with new software 
releases; the software itself for student use at home for building hands-on skills, assessment, 
and validation of skill development; and a great set of tools for delivering instruction in the 
classroom and lab. All are important to the smooth delivery of an interesting introduction to 
networking course, and all are provided with the Wiley technology program. We think about 
the model below as a gauge for ensuring that we completely support you in your goal of 
teaching a great course. As you evaluate your instructional materials options, you may wish to 
use the model for comparison purposes with available products.

Preface
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■ Pedagogical Features
Introduction to Networking with Network1 is designed to cover all the learning objectives for 
the Network1 exam, which is referred to as its “exam objectives.” The Network1 exam 
objectives are highlighted throughout the textbook. Many pedagogical features have been 
developed specifi cally for our Wiley information technology titles.

Presenting the extensive procedural information and technical concepts woven throughout the 
textbook raises challenges for the student and instructor alike. The Illustrated Book Tour that 
follows provides a guide to the rich features available with Introduction to Networking with 
Network1. Following is a list of key features in each lesson designed to prepare students for 
success on the certifi cation exams and in the workplace:

• Each lesson begins with an Exam Objective Matrix. More than a standard list of 
learning objectives, the Exam Objective Matrix correlates each software skill covered in 
the lesson to the specifi c Network1 exam objective.

• Illustrations: Screen images provide visual feedback as students work through the 
exercises. The images reinforce key concepts, provide visual clues about the steps, and 
allow students to check their progress.

• Key Terms: Important technical vocabulary is listed at the beginning of the lesson. 
When these terms are fi rst used later in the lesson, they appear in bold italic type and 
are defi ned.

• Engaging point-of-use Reader aids, located throughout the lessons, tell students
why this topic is relevant (The Bottom Line), provide students with helpful hints
(Take Note), or show alternate ways to accomplish tasks (Another Way). Reader
aids also provide additional relevant or background information that adds value to
the lesson.

• Certification Ready features throughout the text signal students where a specifi c 
certifi cation objective is covered. They provide students with a chance to check their 
understanding of that particular Network1 exam objective and, if necessary, review the 
section of the lesson where it is covered.

• Knowledge Assessments provide progressively more challenging lesson-ending activities, 
including practice exercises and case scenarios.

• A Lab Manual is integrated with this textbook. The Lab Manual contains hands-on lab 
work corresponding to each of the lessons within the textbook. Numbered steps give 
detailed, step-by-step instructions to help students learn networking. The labs are 
constructed using real-world scenarios to mimic the tasks students will see in the 
workplace.

Illustrated Book Tour
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■ Lesson Features

285

Basic Network 
Security

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Network Security 
Considerations

Basic Network Security Explain common threats, 5.4
Threats vulnerabilities, and mitigation
 techniques.
 • Wireless:
  • War driving
  • War chalking
  • WEP cracking
  • WPA cracking
  • Evil twin
  • Rogue access point
 • Attacks:
  • DoS
  • DDoS
  • Man in the middle
  • Social engineering
  • Virus
  • Worms
  • Buffer overflow
  • Packet sniffing
  • FTP bounce
  • Smurf

Countering Basic Given a scenario, use the 4.4
Security Threats appropriate network monitoring 
 resource to analyze traffic.
 • SNMP
 • SNMPv2
 • SNMPv3
 Explain methods of user 5.3
 authentication.
 • PKI
 • Kerberos
 • AAA (RADIUS, TACACS+)
 • Network access control 
    (802.1x, posture assessment)
 • CHAP
 • MS-CHAP

LESSON 9
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 • EAP
 • Two-factor authentication
 • Multifactor authentication
 • Single sign-on

After an Attack  Explain common threats, 5.4
Has Occurred vulnerabilities, and mitigation
 techniques.
 • Mitigation techniques:
  • Training and awareness
  • Patch management
  • Incident response

Network Tools that Can
Be Used for Good or Bad

Network Access Control (NAC)

packet analyzer

packet sniffer

phishing

physical security

port scanner

private key encryption

private key certificate

Public Key Infrastructure (PKI)

remote access

Remote Authentication Dial-In User Service (RADIUS)

Remote Shell (RSH)

rogue access point

Secure Copy Protocol (SCP)

Secure File Transfer Protocol or SSH File Transfer 
 Protocol (SFTP)

Secure Shell (SSH)

Simple Network Management Protocol 
 version 3 (SNMPv3)

smurf attack

social engineering

spyware

TELNET

Terminal Access Controller Access-Control
 System Plus (TACACS+)

Trojan horse

virus

worm

K E Y  T E R M S

802.11x

AAA (authentication, authorization, accounting)

attackers

authentication

botnet

certificate

certificate authority

Challenge-Handshake Authentication Protocol (CHAP)

Denial of Service (DoS)

digital certificate

dumpster diving

Extensible Authentication Protocol (EAP)

File Transfer Protocol (FTP)

fraggle attack

holder

Hypertext Transfer Protocol (HTTP)

Hypertext Transfer Protocol Secure (HTTPS)

identity theft

intrusion detection software (IDS)

intrusion prevention software (IPS)

Kerberos

local access

macro

macro virus

malicious software

man-in-the-middle attack

Microsoft Challenge-Handshake Authentication 
 Protocol (MS-CHAP)
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■ Network Security Considerations

THE BOTTOM LINE 

Networking leaves computers susceptible to security threats. This lesson covers security 
threats, how to combat threats, and what to do after a security violation has taken place. 
If a computer is attached to a network in any way, it is vulnerable to outside attack. 
Therefore, if you have a network of any sort in your home or work, you need to take into 
consideration what network security threats are there and how to deal with them.

The first step to minimize network security threats in a corporate or business environment is 
to have a comprehensive network security policy for your business. Your policy should address 
the following security  considerations:

• What security threats does your organization have to combat?

• What can you do to combat a security threat?

• What should you do after a security violation has taken place?

This lesson deals with each of these considerations in detail.

■ Basic Network Security Threats

THE BOTTOM LINE 

This portion of Lesson 9 outlines the various threats that are typically seen on a computer 
connected to or on a network. This section discusses various types of malicious software. 
Additionally, the differences between viruses, worms, and trojans are discussed. Finally, 
this section of Lesson 9 outlines a couple of common attacks and vulnerabilities found 
on networks.

First, you need to answer the following questions: “What security threats does my company 
have to combat?” and “Are there security threats that are common to the entire network?” 
Next, you need to look at the unique threats that exist for your company or for specific por-
tions of your company. It is important to realize that different companies in different lines of 
business have different priorities and needs when it comes to network security. This fact leads 
different companies to take different measures in addressing threats that they consider specific 
to their situation. The most important thing is that a company is looking at security threats 
and trying to address them. As long as a company is at least aware of the specific threats out 
there to their own line of business, and are taking steps to address them, they are on the right 
track. As the saying goes, “knowing is half the battle.”

Too often, companies—especially smaller ones—do not even think about these things. A com-
pany that is not thinking about security issues is already at great risk and vulnerable to attack 
from outside groups or individuals. However, this issue is not limited to companies or busi-
nesses; it is also a problem in our homes as well. In fact, many small-time hackers (sometimes 
called script kiddies) actually actively target home computers. As the very first sentence of this 
lesson said, any computer connected to any type of network is vulnerable to being attacked. 
The Internet is the biggest and least controlled network out there. This means that any com-
puter connected to the Internet is by definition at risk and you should take steps to protect it.

CERTIFICATION READY
What are some common 
security threats to a 
network? What are some 
ways to mitigate those 
threats?
5.4

Allen Fox is the IT manager of a large call center. There have been a number of problems in his call 

center related to basic security threats such as spyware and viruses. Allen determines that one way he 

can minimize these problems is to educate the people who work in the call center about basic secu-

rity problems. What things should Allen include in his education plan for the call center employees?
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Business Scenario

Key Terms
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also has to be replaced. This has resulted in a slow adoption of this technology. In order for 
10GBase-T to be used effectively with a range of up to 100 meters in a LAN environment, 
CAT 6A wiring needs to be in place. Standard CAT 6 can work in some situations, but it is 
not able to achieve the full 100-meter range that CAT 6A can achieve.

40/100 GIGABIT ETHERNET
40 Gigabit and 100 Gigabit Ethernet are the latest Ethernet standards available. Both are 
defined under the IEEE 802.3ba standard that was released in June 2010. 40/100 Gigabit 
Ethernet is full-duplex just like 10 Gigabit Ethernet and is intended to be used with multi-
mode fiber, single-mode fiber, and copper cabling. 100 Gigabit Ethernet is also intended to 
have a range of up to 40 km using single-mode fiber. 40/100 Gigabit Ethernet also does not 
support CSMA/CD just like the previously discussed 10 Gigabit Ethernet. Finally 40/100 
Gigabit Ethernet is intended as a bridge technology between current Ethernet standards and 
an eventual Terabit Ethernet standard that has not been developed yet.

It is good to note that 
while 10GBase-T cannot 
use the wiring infra-
structure of older ver-
sions of Ethernet, older 
versions of Ethernet can 
use 10GBase-T’s wiring 
infrastructure.

TAKE NOTE*

■ Other LAN Concepts

THE BOTTOM LINE 

In this portion of Lesson 7, the basic LAN concepts of broadcasting, collision, bonding, 
speed, and distance are discussed. This section of Lesson 7 also explains how distance 
needs to be taken into account when designing a new network. Additionally, a few 
concepts related to networking and particularly to LANs are discussed.

Broadcast

In its simplest terms, a broadcast is where a computer sends data across a network by send-
ing the data frame containing the data to all computers directly connected to it on a local 
network. In broadcast networking, broadcasts, as described here, are used to send data across 
a local network. Ethernet is a broadcast-based network technology.

In the case of Ethernet, when a computer on a local network wishes to send data to 
another computer on the local network, it creates a data frame. This data frame contains 
the data that a computer needs to send across the network as well as its own physical 
address and the physical address of the computer for which the data frame is intended. 
The sending computer then releases the prepared data frame to all the computers on the 
local network. The computers on the local network listen to every data frame that comes 
by and read their physical destination addresses. If the physical destination is the same as 
that of the computer looking at it, the computer retrieves the data frame and processes it. 
If the destination physical address does not match that of the computer looking at it, the 
data frame is ignored and not opened.

COLLISION
A collision is where two different data frames from two different computers interfere with each 
other because they were released onto the network at the same time. The previously discussed 
broadcast-based networking technologies create the circumstances that allow collisions to take 
place. Because a data frame is sent to all the computers on a local network segment, if any two 
computers on that segment send data at the same time, a collision is inevitable.

Collisions are inevitable because every data frame sent out by one computer is going to every 
other computer on the network. Sooner or later the two data frames that were released at the 
same time will collide. CSMA/CD and CSMA/CA were developed so that a network would be 
able to do two things: (1) limit the number of collisions that take place on a network and (2) so 
the network and the computers on it would know how to recover when a collision did take place.

CERTIFICATION READY
What are broadcasts? 
How are they used in 
networking? How does 
this relate to Ethernet?
3.7

CERTIFICATION READY
What is a collision? 
When do collisions 
occur?
3.7
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Figure 3-9

Shielded twisted-pair cable 
showing its shielding

Coaxial

Coaxial cable, referred to as coax, contains a center conductor made of copper that is sur-
rounded by a plastic jacket. The plastic jacket then has a braided shield over it. A plastic 
such as PVC or Teflon covers this metal shield. The Teflon-type covering is frequently 
referred to as a plenum-rated coating. This coating is expensive; however, it is often man-
dated by local or municipal fire code when cable is hidden in walls and ceilings. Many 
municipalities require these coatings because if plenum-rated cable is used in a build-
ing that catches fire, it will not release toxic gases. Non-plenum-rated cables do release 
toxic gases when they are burned. Plenum rating applies to all types of cabling, including 
UTP and STP cables, and is an approved replacement for all other compositions of cable 
sheathing and insulation. There is more about plenum and non-plenum cabling later in 
this lesson.

Table 3-1 lists some specifications for the different types of coaxial cables. You should note, 
however, that we tend to use only RG-59 and RG-6 in modern day situations.

CERTIFICATION READY
What are STP cables? 
How do they differ from 
UTP cables?
3.1

CERTIFICATION READY
What is coaxial cable? 
What applications was it 
used in during the past? 
Where are you most 
likely to find coaxial cable 
today? What are the two 
most commonly used 
types of coaxial cable?
3.1

It is no longer necessary 
to know much about 
most coax cable types 
used in data networks. 
The primary place that 
coaxial is used today is in 
cable TV and broadband 
Internet access from 
the cable TV providers. 
The cable used for 
cable TV is known as 
75 ohm cable. RG-6 or 
cable TV coax is used 
in the broadband home 
Internet access market. 
Use of coaxial cables of 
any sort for Ethernet-
based networks is pretty 
much a thing of the past.

TAKE NOTE*

Table 3-1

Coaxial Cable Specifications

RG-58 U N/A None Solid copper

RG-58 A/U Thinnet 10Base-2 Stranded copper

RG-8 Thicknet 10Base-5 Solid copper

RG-59 Cable television N/A Solid copper
  Low cost, short distance

RG-6 Cable television, N/A Solid copper
  cable modems

  Longer distances than
  RG-59; some power
  implementations

RG-62 ARCnet (obsolete) N/A Solid/stranded copper

  ETHERNET  
RG RATING POPULAR NAME IMPLEMENTATION TYPE OF CABLE
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TIME-DOMAIN REFLECTOMETER (TDR)
The main use for Time-Domain Reflectometers (TDRs) is to test cables that are in 
place. A TDR is not only sonar for copper cables and other connections. When you 
connect a TDR to a metal cable it will send an electrical pulse down the wire. The re-
sponse back tells the TDR if there is a fault in the wiring somewhere and exactly how 
far down the cable the fault is located if there is one. TDRs can also be used in metal 
circuit boards and can tell where faults may be in the circuit board. Some cable certifiers 
like the one shown in Figure 12-22 have TDR capabilities built into them. Figure 12-23 
shows a TDR.

Figure 12-22

Cable certifier

Figure 12-23

Time-Domain Reflectometer 
(TDR)

OPTICAL TIME-DOMAIN REFLECTOMETER (OTDR)
An Optical Time-Domain Reflectometer (OTDR) is basically a TDR for fiber-optic cables. 
It works the same way as a TDR, except that it is designed for fiber-optic cable instead of 
copper cables. The cable certifier shown in Figure 12-22 also has OTDR capabilities.

CERTIFICATION READY
What are TDRs and 
OTDRs? How are they 
related? How are they 
different?
4.2
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■ Installing Wiring Distributions

THE BOTTOM LINE 

In this portion of Lesson 3, we discuss how to install wiring and distribute it across the 
network and topics such as horizontal and vertical cross-connects, patch panels, and Main 
Distribution Frames and Intermediate Distribution Frames and their related equipment. 
Additionally we examine how to verify that both your wire installation and wire 
termination are good.

There are many components involved in wiring a computer network. The components 
involved are not just the cables themselves but also connectors, devices the connectors go 
into, different types of cables based on purpose, and many other things. The following section 
of this lesson discusses some of those devices and types of cables.

Vertical and Horizontal Cross-Connects

A cross-connect is a location within a cabling system that facilitates the termination of cable 
elements, plus the reconnection of those elements with jumpers, termination blocks, and/
or cables to a patch panel, and so on. In other words, the cross-connect is where all the wires 
come together. The cables used to make the connection from the switches to the computers 
have specific names and specifications that go with them.

Cables that run from communications closets to wall outlets are known as horizontal connect 
cables, because they are generally used on the same floor of a building. Sometimes a horizontal 
cable will run directly from a switch to a wall jack, but more often it will run from something 
called a patch panel (discussed next) to the wall outlet.

The cable that connects the patch panel with the switch is called a patch cable and is not 
considered part of the horizontal cable. The cable that connects the wall outlet to the actual 
computer is also called a patch cable. In other words, a patch cable is any cable that has a 
connector on both ends and is used to connect a network device to a network device, a wall 
jack to a network device, or a network device to a patch panel. Patch cables come in two 
main types and one secondary type. These types are straight-through, crossover, and rollover. 
These cables were discussed earlier in this lesson.

When using UTP cables for the horizontal connect cables, the cable should not exceed 100 meters, 
which includes the entire distance from the switch all the way to the computer at the other end. 
Any patch cables that are used to connect up the computers are included in the 100-meter length.

Here is a formula that is used to try and keep all this in perspective. The cross-connect 
cable that runs from the switch to the patch panel should not be any longer than 6 
meters. The horizontal connect cable that goes from the patch panel to the wall jack 
should not be longer than 90 meters. Finally, the patch cable that connects the wall 
jack to the actual computer should not be longer than 3 meters. These values are not 
absolute, but they are a good point to start with and try to stay within. If you add up 
all the cable lengths, you end up with 99 meters. This is one meter within the Category 
specifications that define cable lengths for UTP cables, preventing you from exceeding 
the specification limit.

Backbone cables that connect equipment rooms, telecommunications rooms, and other physi-
cal termination points are referred to as vertical connect cables. This name came about because 
these cables often go from floor to floor in a building. All of these cables will eventually 
connect to each other and finish off the network cabling for the building. The exact pieces 
involved depend on the size of the installation, the needs of the organization, and the struc-
ture in which they are installed.

CERTIFICATION READY
What are some of 
the main components 
of cable distribution 
in a network? What 
does each of those 
components do?
3.8

XREF

Lesson 6 in this book 
will go into much more 
detail about this topic.
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have up to 254 hosts in a single octet and you only need to have room on your network for 
178 hosts, you really only need to use the last octet of the IP address as your host portion 
of the network. This is especially true considering that if you use both the third and fourth 
octets, you are allowed well over 65,000 host numbers. That is way too many host IP addresses 
for just 178 computers.

ANDing
The next logical question related to subnetting is, “How does the computer know what 
portion of the network address is for the host and which part is for the network ID?” This 
is where something called the subnet mask comes in. The subnet mask is a series of 1s and 
0s that the computer uses to determine which part of the IP address is the network ID 
versus which part is the host. The subnet mask is all 1s followed by all 0s. Ones are placed 
in the portion of a four octet IP address that is intended for the network, but 0s are 
placed in the portion of an IP address that is intended for host. The computer then com-
pares the subnet mask IP address to the actual IP address of the computer to determine 
which part is which.

To illustrate this, we will use our example from earlier. The IP address we used previously was 
192.130.227.27. Also we stated that 192.130.227 was the network portion of that address 
and the.27 part was the host portion of that address. Finally if you look back even earlier in 
this lesson, we said the binary value for this IP was 11000000100000101110001100011011. 
This is all well and good, but how do you tell the computer this? You tell the computer this 
by giving it the subnet mask 255.255.255.0.

The next logical question is, “How does this tell the computer anything?” The answer to
that question comes from comparing the binary address of the computer to the binary 
equivalent of the subnet mask. The binary equivalent for the subnet mask 255.255.255.0 is 
11111111111111111111111100000000. The computer uses a logical AND truth table to 
compare the full IP address of the computer to the subnet mask. The logical AND truth table 
resembles Table 4-1.

Table 4-1

Logical AND Truth Table INPUT 1 INPUT 2 OUTPUT

0 0 0

0 1 0

1 0 0

1 1 1

Following the AND truth table rules shown in Figure 4-1, the computer compares the binary 
value of the IP address to the binary value of the subnet mask. The process of comparing the 
IP address with the subnet mask using the AND truth table is called ANDing. The result of 
ANDing looks something like Table 4-2.

Table 4-2

Result of ANDing 
192.130.227.27 with the 
Subnet Mask 255.255.255.0

1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1

AND

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0
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Because IP only verifies the header of a packet and not the data in the packet, several types of 
errors are possible when IP packets are sent. Some of these errors are:

• Data corruption: The date contained in the packet is corrupted. When this happens, 
although the data arrived at the correct destination, the data carried in the packet is 
useless because whatever data sent is not what has arrived.

• Lost data packets: Packets never reach their intended destination. This can be caused 
by any number of things. It can be something as simple as the header getting corrupted 
so that a networking device somewhere down the line discarded it or the connection 
between the destination and the source could have gone down, which meant the packet 
was not able to find an alternative route before it expired.

• Duplicate arrivals: More than one copy of the data packet arrived at the destination 
computer. This could happen because the source computer received a message that a 
packet was lost when it was not and so it sent a second packet. This can also happen if 
TCP, a higher-level protocol, expected a response from the destination computer and did 
not receive it and then ordered that a second packet be sent.

• Out-of-order packet delivery: Packets arrive in a different order than the one they 
were sent in. Most data sent across a network is too large to fit into the data portion of 
a single packet. As a result, most data sent across a network is broken up into multiple 
pieces and sent with different packets. However because different packets can take 
different routes to get to their destination, and take different amounts of time to arrive, 
there is a good likelihood that the packet could arrive in a different order from the one 
in which they were sent. When this happens, the receiving computer needs to know 
what the correct order should be. If it does not know this, then the data will be out of 
order and it will not be able to be effectively reassembled on the destination computer. 
When data is being sent that needs to be reassembled in a specific order, IP needs to use 
a higher-level protocol such as TCP to properly sequence data.

One of the important things to know about the IPv4 protocol is what the IP header portion 
of a packet looks like. Figure 5-2 shows this.

MORE INFORMATION
The following paragraphs will 
go into some detail about the 
headers of select protocols. This 
information is not needed for the 
CompTIA Network� exam but 
is included for those students 
who may wish to become 
programmers. As programmers, 
they will need to write code for 
networking applications and in 
many cases this class may be 
the only class they have that 
covers networking. The additional 
information is included for these 
students.

✚

1 2 3 4 5 6 7 8 9 10 11 12

Differentiated Services

Protocol

IHL

Identification

TTL

Version

13 14 15 

Source IP Address 

Destination IP Address 

Options and Padding 

Data 

16 17 

Flags 

18 19 20 21 22 23 24 

Total Length 

Header Checksum 

Fragment Offset 

25 26 27 28 29 30 0 31Figure 5-2

Internet Protocol version 4 
(IPv4) header

As you can see in Figure 5-2, there are many parts to an IP header. The first 4 bits of the header 
contain the IP version being used. This is important because IPv4 is handled a bit differently than 
IPv6 is by networking devices. The next 4 bits contain the IHL, which stands for the Internet 
Header Length and specifies how many 32-bit words are used to make up the IP header. The 
minimum value for an IP header to be valid is five. Because our example has six 32-bit words in 
it, it is a valid IP header. The next 8 bits are the Differentiated Services field, which is intended 
to show any differentiated services that are used by this IP packet. Differentiated services are a 
number of enhancements created for IP that are intended to help IP easily discriminate scalable 
services that are available on the Internet. Scalable services are services that can be built into net-
work nodes and make it possible to quantify network performance based on peak performance, 
bandwidth, and so on, as well as more relative measures of performance. If you wish to know 
more about this, you can read up on it in RFC 2474. RFC stands for Request For Comment and 
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S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• How cabling is denoted.
• The difference between different types of copper cabling.
• What unshielded twisted-pair (UTP) cabling is.
• The different types of connectors used in UTP cabling.
• What Category cabling is.
• Three types of commonly used patch cables.
• Some of the problems and limitations of copper cabling.
• What fiber-optic cabling is.
• The two modes used to transmit data across fiber-optic cables.
• Some of the different types of more commonly used connectors in fiber-optic cabling.
• What patch panels are and some of the technologies associated with them.
• The four most commonly used types of wireless media for LAN networks.
•  Some of the limitations and capabilities of the four most common types of wireless media 

for LANs.

The information covered in this lesson is also important for the effective troubleshooting 
of networks. Statistics show that the majority of problems that have to be resolved in net-
work environments are at the physical level of the network. That means that most problems 
encountered in network environments have to do with broken media, incorrect media, 
incorrectly connected media, or media connected in the wrong way or at the wrong location. 
If a network support person knows the information found in this lesson, he or she will be 
able to more effectively identify these problems in real-world environments and know what 
to do to correct them.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The three main types of copper cabling used in LANs are _________, __________, and 
____________.

 2. The two main types or RJ connectors are ___________, which is used in telephone con-
nections and _____________, which is used in network connections.

 3. In modern LANs, the two most commonly used types of Category cabling are 
___________ and ___________.

 4. The three types of patch cables that are used in networking are __________, 
____________, and ___________.

 5. _________ connectors are the types of connectors used in coaxial installations.

 6. The two main serial standards in use today are ___________ and __________.

 7. The three types of duplexing are __________, ___________, and __________.

 8. _________ and __________ are the two methods used for sending data down a fiber-
optic cable.

■ Knowledge Assessment
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 9. In ___________ fiber-optic cables, an LED generally serves as the light source.
a. SC
b. MMF
c. SMF
d. LC

 10. The IEEE 802.11n wireless standard is backwards compatible with which of the 
following standards? (Choose all that apply.)
a. IEEE 802.11a
b. IEEE 802.11b
c. IEEE 802.11g
d. IEEE 802.11m

Scenario 3-1: Connecting Two Switches Together with a UTP Cable

You have been given several types of RJ-45 UTP cables. Based on the following diagram, 
which cable should you use?

■ Case Scenarios

?

Scenario 3-2: Connecting a Small Network Together Using Several 
Different UTP Cables

You have been given several types of RJ-45 UTP cables and the following network configuration. 
How many of each type of cable will you need and where should you connect them?

Workstation

Switch

Workstation Workstation

Switch

Switch Router

Workstation

Console
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Lab Exercises
■ Lab 1

How TCP/IP Protocols Work through the TCP/IP Model

The purpose of this lab is to familiarize the students with the TCP/IP Model and some of the 
protocols that are used in it.

This lab is important to the student because it takes the student through a thought experiment 
about how data would pass thorough the TCP/IP Model down from the computer and up 
through the destination computer. By doing this thought experiment the student will come to 
better understand how different protocols work together to accomplish a specific task.

MATERIALS
• Notepad

• Pencil

• Textbook

DO THE LAB

Follow Protocols Through the Layers of the TCP/IP Model

 1. Read though the section of this lesson titled “How the Layers Work Together.”

 2. Carefully study Figure 2-11.

 3. On a piece of paper, list the layers of the TCP/IP Model and then the protocols that the 
discussion you read says are used on each layer to move the data from one location on 
the network to another. The following is what your answer should look like:

• Application Layer: HTTP
• Transport Layer: TCP
• Internet Layer: IP
• Network Interface Layer: Ethernet

Figure 2-11

The TCP/IP Model and how 
it relates to some of the 
protocols that make up the 
TCP/IP Suite

Application
Layer SMTP FTP HTTP DNS TFTP RIP SNMP

Transport
Layer TCP UDP

Internet
Layer

IP

Network Interface
Layer

ARP RARP

IGMP ICMP

Ethernet ATMFrame
Relay

802.11
Wireless LAN
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This book uses particular fonts, symbols, and heading conventions to highlight important 
information or to call your attention to special steps. For more information about the features 
in each lesson, refer to the Illustrated Book Tour section.

Conventions and Features 
Used in This Book

 CONVENTION MEANING

 
THE BOTTOM LINE

  This feature provides a brief summary of the material to be 
covered in the section that follows.

 CERTIFICATION READY  This feature signals the point in the text where a specifi c 
certifi cation objective is covered. It provides you with a 
chance to check your understanding of that particular exam 
objective and, if necessary, review the section of the lesson 
where it is covered.

 TAKE NOTE**   Reader aids appear in shaded boxes found in your text. Take 
Note provides helpful hints related to particular tasks or 
topics.

 XREF
  These notes provide pointers to information discussed 

elsewhere in the textbook or describe interesting features of 
networking that are not directly addressed in the current 
topic or exercise.

 A shared printer can be Key terms appear in bold italic on fi rst appearance.
 used by many individuals 
 on a network.
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Introduction to Networking with Network1 is accompanied by a rich array of resources to form 
a pedagogically cohesive package. These resources provide all the materials instructors need to 
deploy and deliver their courses:

• Perhaps the most valuable resource for teaching this course is the software used in the 
course lab work. DreamSpark Premium is designed to provide the easiest and most 
inexpensive developer tools, products, and technologies available to faculty and students 
in labs, classrooms, and on student PCs. A free 3-year membership to the DreamSpark 
Premium is available to qualifi ed textbook adopters.

Resources available online for download include:

• The Instructor’s Guide contains solutions to all the textbook exercises as well as chapter 
summaries and lecture notes. The Instructor’s Guide and Syllabi for various term lengths 
are available from the Book Companion site (www.wiley.com/college/).

• The Test Bank contains hundreds of questions organized by lesson in multiple-choice, 
true-false, short answer, and essay formats and is available to download from the 
Instructor’s Book Companion site (www.wiley.com/college/). A complete answer key is 
provided.

• Complete PowerPoint Presentations and Images are available on the Instructor’s Book 
Companion site (www.wiley.com/college/) to enhance classroom presentations. Tailored 
to the text’s topical coverage and Skills Matrix, these presentations are designed to convey 
key networking concepts addressed in the text.

All fi gures from the text are on the Instructor’s Book Companion site (www.wiley.com/
college/). You can incorporate them into your PowerPoint presentations or create your 
own overhead transparencies and handouts.

By using these visuals in class discussions, you can help focus students’ attention on key 
elements of the products being used and help them understand how to use them effectively 
in the workplace.

• When it comes to improving the classroom experience, there is no better source of ideas and 
inspiration than your fellow colleagues. The Wiley Faculty Network connects teachers with 
technology, facilitates the exchange of best practices, and helps to enhance instructional 
effi ciency and effectiveness. Faculty Network activities include technology training and 
tutorials, virtual seminars, peer-to-peer exchanges of experiences and ideas, personal 
consulting, and sharing of resources. For details visit www.WhereFacultyConnect.com.

Instructor Support Program
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DREAMSPARK PREMIUM—FREE 3-YEAR MEMBERSHIP 
AVAILABLE TO QUALIFIED ADOPTERS!

DreamSpark Premium is designed to provide the easiest and most inexpensive way for 
universities to make the latest Microsoft developer tools, products, and technologies 
available in labs, classrooms, and on student PCs. DreamSpark Premium is an annual 
membership program for departments teaching Science, Technology, Engineering, and 
Mathematics (STEM) courses. The membership provides a complete solution to keep 
academic labs, faculty, and students on the leading edge of technology.

Software available in the DreamSpark Premium program is provided at no charge to 
adopting departments through the Wiley and Microsoft publishing partnership.

Contact your Wiley rep for details.

For more information about the DreamSpark Premium program, go to:

www.dreamspark.com

■ Important Web Addresses and Phone Numbers
To locate the Wiley Higher Education Rep in your area, go to the following Web address 
and click on the “Who’s My Rep?” link at the top of the page.

www.wiley.com/college

Or call the toll-free number: 1 1 (888) 764-7001 (U.S. & Canada only).
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Book Companion Web Site (www.wiley.com/college/)

The students’ book companion site includes any resources, exercise fi les, and Web links that 
will be used in conjunction with this course.

Wiley Desktop Editions

Wiley Desktop Editions are innovative, electronic versions of printed textbooks. Students buy 
the desktop version for 40% off the U.S. price of the printed text and get the added value of 
permanence and portability. Wiley Desktop Editions provide students with numerous addi-
tional benefi ts that are not available with other e-text solutions.

Wiley Desktop Editions are NOT subscriptions; students download the Wiley Desktop 
Edition to their computer desktops. Students own the content they buy to keep for as long as 
they want. Once a Wiley Desktop Edition is downloaded to the computer desktop, students 
have instant access to all of the content without being online. Students can also print the 
sections they prefer to read in hard copy. Students also have access to fully integrated resources 
within their Wiley Desktop Edition. From highlighting their e-text to taking and sharing 
notes, students can easily personalize their Wiley Desktop Edition as they are reading or 
following along in class.

Microsoft Software

As an adopter of this textbook, your school’s department is eligible for a free three-year
membership to the DreamSpark Premium program. Through DreamSpark Premium,
students gain access to the full-version of various Microsoft software. See your Wiley
rep for details.

Student Support Program
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We thank Jeff Riley and Box Twelve Communications for their diligent review and for provid-
ing invaluable feedback in the service of quality instructional materials.

Focus Group and Survey Participants

Finally, we thank the hundreds of instructors who participated in our focus groups and surveys 
to ensure that our Wiley information technology curriculum and textbook designs best met 
the needs of our customers.
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Introduction
to Networks

LESSON 1

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Basic Definitions  Describe different network topologies. 3.5
• Peer-to-peer

 • Client-server 

Basic Network Topologies Describe different network topologies. 3.5
 • Point-to-point
 • Point-to-multipoint
 • Ring
 • Star
 • Mesh
 • Bus
 • Hybrid

Basic Network
Configuration in Windows

K E Y  T E R M S

bus network topology

client/server network

Enterprise network

hybrid network topology

Internet

Internet Service Provider (ISP)

local area network (LAN)

logical topology

Media Access Unit (MAU)

mesh network topology

Metropolitan Area Network (MAN)

network topology

partial mesh network topology

peer-to-peer network

physical topology

point-to-multipoint network topology

point-to-point network topology

ring network topology

star network topology

User Account Control (UAC)

wide area network (WAN)

World Wide Web (WWW)
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2 | Lesson 1

The purpose of this lesson is to introduce you to some of the basic concepts related to 
computer networking. To do this, the first thing that needs to be discussed is what a 
network of computers is exactly. In the simplest terms, a computer network is a group of 
computers that are connected to each other and can communicate information back and 
forth between them.

A Brief History of Networking

The very first networks were humorously called sneaker nets. This term was used because the 
person who wanted to move data from one computer to another had to first copy the data to 
be moved to some sort of movable storage such as a floppy disk and then had to “put on his 
sneakers” and carry it over to the intended destination computer. As you can imagine, this 
was not the most efficient way to move data from one computer to another. This method also 
created some problems of its own, not the least of which was how to make sure all computers 
had the most recent copy of a set of data on it instead of an older copy. Obviously a different 
solution had to be worked out.

The first solution people thought of was to place all the information on a large central 
computer called a mainframe computer and connect different terminals, called dumb 
terminals, to this large mainframe computer. The dumb terminal was essentially a screen 
and a keyboard connected to the mainframe computer. The user accessed the data on the 
mainframe from one of the dumb terminals.

In parallel to this, academia and the military were working together to develop some method 
to connect these various mainframe computers to each other across the country and around 
the world. This work was spearheaded by an organization called ARPA, which stands for 
Advanced Research Projects Agency. This organization has now come to be known as DARPA 
or Defense Advanced Research Projects Agency. Work by this agency resulted in what we 
know of today as the Internet. That is right; the Internet was invented by the military.

For a long time, ARPANet, The network created by ARPA, and the mainframe computer 
connected to dumb terminals were the only networking game in town. However, advancements 
were taking place in other parts of the computer industry—the biggest of which was the 
development of the personal computer. By the mid 1980s, personal computers (PCs) had finally 
begun to make a significant impression on how work was done. Businesses realized it would 
be very useful to be able to connect PCs together in networks much like mainframes linked to 
dumb terminals. Novell and a few other companies spearheaded this effort. By the late 1980s, 
it was not unusual to find companies with a network of PCs in some parts of their business. 
However, instead of connecting dumb terminals to mainframes, PCs were linked to servers.

You work for the consulting firm Key’s Computer Consulting, Ltd. The publishing firm Harbor 

Publishing, Inc. has contracted the consulting firm you work for and the assignment has been 

given to you to determine the best type of network to build for Harbor Publishing, Inc. What do 

you do? Where do you start? How do you go about determining the answers to these questions 

and many more? This lesson will get you started on finding some of those answers.

■ Basic Definitions

THE BOTTOM LINE 

This section of Lesson 1 explains what a network is, looks at a brief history of computer 
networking, and defines some basic network terms.
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Introduction to Networks | 3

Probably the first general use high speed network that expanded beyond a single room or 
building ever constructed was built in July and August of 1989 by a small private liberal 
arts college called William Jennings Bryan College in Dayton, Tennessee. This college used 
Novell 286 software and ARCNet network cards to connect 4 dormitories, an administrative/
academic building, an athletics building, and two other buildings elsewhere on campus 
together into one comprehensive network. The college allowed students who were interested 
to lease-to-own network-capable computers from the college. These students were then 
allowed to use these computers to connect to the network from their dorm rooms.

This network, called BryanNet, was configured as a token ring network. Token ring networks 
will be discussed later in this lesson. This network also had through put speeds of 2.5 mbps 
(megabits per second). This was considered very fast in 1989. The network used coaxial cable 
to connect between buildings and twisted pair wiring inside the various buildings.

The first major use the students put this network to was studying for art appreciation tests 
where they had to memorize various works of art and the artists who created them. The art 
appreciation teacher placed images of the pieces of art she wanted the students to memorize 
on the network so the students could study them from their dorms prior to the test. At test 
time, the teacher randomly chose some of the images for the students to identify.

ByranNet, and other early networks, used computers called servers as central storage areas 
where shared documents and other shared files were saved. Anybody who wanted access to 
a shared document or file got that document or file from the server, and when they were 
finished with it, they saved it back to the server complete with any changes they had made. 
Businesses had resolved the problem of how to make sure everyone was using the most recent 
copy of a document. Everybody simply used the same document that was stored somewhere 
on a server. Today, this is still a common use for networks, although additional capabilities 
have been added.

After this, things in the area of networking started progressing very quickly. The next thing 
businesses wanted was to be able to use the Internet just like universities and the military 
could. Later, individuals wanted the same access at home. Once people started getting access 
to the Internet at home, they wanted a more attractive way to view the information on the 
Internet. This was when the World Wide Web was invented.

The World Wide Web (WWW) is a service on the Internet that allows people to use special 
client software called a browser to view the content of different Internet sites in a more 
visually appealing manner. The initial development of the World Wide Web took place in the 
early 1990s. By the mid 1990s, the World Wide Web was established as a viable entity on the 
Internet.

One important point to understand is the difference between the Internet and the World Wide 
Web. Many people tend to think that the World Wide Web and the Internet are synonymous 
with each other. They are not. The World Wide Web and the Internet are two distinctly 
different things. The Internet is a hardware and software infrastructure composed of cables, 
routers, switches, servers, and other devices. All of these devices will be discussed in detail 
in later lessons. The World Wide Web, on the other hand is simply a service, or a software 
program, that runs on top of the infrastructure of the Internet. The World Wide Web uses the 
Internet infrastructure to support websites and to move data between websites and browsers. 
The World Wide Web is only one of many network services that use the Internet infrastructure 
to support it. A couple of other easily recognized services that use the Internet are e-mail and 
news groups. There are quite a few others as well that are not so well known.

Once the World Wide Web was developed, businesses started realizing what a great 
marketing tool this was and so more advanced ways of presenting data on various websites 
were developed. As websites became more complex, it began to take longer to download the 
content of websites so faster methods of accessing the World Wide Web were developed. 
These advances first made their way into businesses and finally into homes.
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As the speed of network connections increased, so did the complexity of data that people wanted 
to download. Where people were once content with just text messages, they began to want color 
text messages. Next they wanted graphics added to their websites. Soon graphics were not enough 
and people began to want images and sound, then animated images and sound, and finally, 
movies. These different and more complex types of data forced networking technology to increase 
and become faster to meet the new demands. These changes worked their way from businesses 
into the homes of individuals, until we came to what we have today, ubiquitous access to pretty 
much any type of information you could want access to.

This book will help you understand how networking technology works. This book will also 
help you understand how the various networking technologies work together as a single 
unified whole. Hang on; it will be a fun ride.

Different Types of Networks

Data networks come in two major categories, with a third category sometimes being used to 
describe a network between the size of the first category and the second category. The two main 
categories are called wide area networks and local area networks. Based on the first letter or 
each word in their name, these networks are generally referred to as WANs and LANs respectively.

WAN AND MAN NETWORKS
A WAN is a very large network that can stretch across large geographical areas. The biggest 
WAN in existence is the Internet, however networks that connect several cities, states, nations, 
counties, and so on would also qualify as WANs. Many companies use WANs in offices or 
buildings in widely dispersed areas to keep all the facilities and employees of their company 
connected to each other. A WAN of this nature is sometimes called an Enterprise network.

Whereas a WAN can spread across very large geographic areas, LANs, as their name implies, 
are limited to a local area. LANs are usually limited to just one building, or at most, several 
buildings that are near one another. Sometimes LANs are limited to only certain rooms 
in a given building. The technologies used by LANs and WANs, while similar, are slightly 
different from each other. These similarities and differences will be discussed in more detail in 
later lessons.

Networks that are larger than LANs, but are slightly too small to be considered WANs, are 
sometimes called Metropolitan Area Networks (MANs). MANs are networks that are gener-
ally no more than about fifty kilometers across. MANs are used to link areas, from the size of 
a college campus up to the size of cities, together into a single data network that can be either 
privately owned by a company or publicly owned by a municipality. Some cities have set up 
MANs as public utilities so that local businesses and individuals may link computers and 
LANs together to share various network services provided by the city to individuals and com-
panies that are linked to the MAN. MANs and WANs generally use the same technologies, 
although newer WAN technologies generally find their way into MANs before they spread out 
to the larger WANs. It is cheaper and easier to upgrade MANs than it is WANs, so MANs are 
upgraded more often.

DIFFERENT TYPES OF LANS
LANs come in two major types. These types are peer-to-peer networks and client/server net-
works.

Peer-to-peer networks
In a peer-to-peer network, each computer in the network acts independently of all the other 
computers, but they can share data and resources such as printers with all the other comput-
ers in the network. Because each computer acts independently from the others, it is necessary 

The term MAN is 
falling out of usage and 
networks that exhibit 
the characteristics of 
MANs are often simply 
referred to as WANs or 
Enterprise Networks.

TAKE NOTE*

CERTIFICATION READY
Can you explain the 
characteristics of a peer-
to-peer network and a 
client/server network?
3.5
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to set up security and resource sharing on each computer separately. If you have five comput-
ers in a peer-to-peer network that are shared by five users, then you have to set up all five 
users on each computer. This makes it difficult to manage all the users because every time 
you need to make a change in a user’s configuration or setup, you have to do it five different 
times. As you can see from this example, the more computers and/or users on a peer-to-peer 
network, the more difficult it is to manage that network.

Peer-to-peer networks are very easy to set up and work best when only a small number of 
computers and users are involved. Most network operating systems such as Windows XP, 
Windows Vista, Windows 7, MAC OS X, and Linux actually let you set up a peer-to-peer 
network simply by connecting several computers together with a hub or a switch. Once this 
is done, most of these network operating systems automatically find the other connected 
computers. This means that all the end user has to do is create additional users on each of the 
connected computers and decide what folders and/or printers and other resources they want 
to share on the network.

As stated previously, peer-to-peer networks work best with small numbers of computers. 
Microsoft operating systems do not allow more than 10 computers to be connected to the 
same resource in a peer-to-peer environment.

Peer-to-peer networks are actually quite common. If fact they may be more common than 
you realize. If a person has two or more computers connected to a switch or access point in 
his or her home in order to share Internet access, then that person is actually running peer-to-
peer network. Home networks are the most common form of peer-to-peer networks.

Client/server networks
Client/server networks are a bit more complex and quite a bit more expensive than peer-
to-peer networks. In a client/server network, one main computer called a server or domain 
controller handles network management. In this type of network, all the users and the 
resources they share are placed on one or more servers. Anytime a user wants to access the 
network or some resource on the network, that user’s personal workstation has to first be 
authenticated or allowed on the network. Once the workstation has been authenticated, 
or allowed on the network, the workstation will receive an access token from the Domain 
Controller, which outlines what resources that workstation is allowed access to based on 
the user who logged on to it. After this, when the logged on user wants access to various 
resources on the network, the workstation compares the resource the user wants to the 
access token and only allows the user access to those resources on the network permitted 
to them based on the access token. Anytime a user asks for a resource they do not have 
permission to, they are declined access to that resource. All the information just discussed 
applies specifically to Windows-based networks. Networks based on other operating systems 
perform differently and grant or deny access to resources in ways that are specific to those 
operating systems.

Because a client/server network has a central sever that controls access to all the resources 
on the network, it is much easier to manage a client/server network than it is a peer-to-peer 
network. What this means in practical terms is that if you have 10 users on your network, 
instead of having to set up 10 users on 10 different computers like you would in a peer-to-
peer network, you can set them up just one time on a central controlling server. After this, 
if you have to change a user’s setup, all you need to do is go to the central controlling server 
and make the change. The change only has to be made in one place and you are done, unlike 
peer-to-peer networks where you have to do it in 10 different places.

Like everything else, there are some trade-offs for the convenience of using a client/server 
network. One of the biggest trade-offs is cost. In a client/server network, if you have 10 
users that need to use 10 computers, you have to purchase 10 computers and connect them 
together with a hub or switch. This is fine; this is what you would have to do with a peer-
to-peer network too. However, on top of the 10 workstations, you also have to purchase the 
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server computer as well, which is generally a bit more powerful and therefore more expensive 
than a workstation. This means you would need 11 computers instead of just the 10 a peer-
to-peer network would need. Besides this, you would have to buy a server operating system 
for the server. A standard workstation operating system from Microsoft cannot be used as a 
server operating system; a special, and more expensive, server operating system is required to 
set up a server using Microsoft software. This adds even more cost to the overall network.

A client/server network is often not a very cost-effective solution for just a small handful of 
computers on a network. For a small network, a peer-to-peer solution is all that is needed. 
However, if there are more than 10 computers that need to connect to and use the same 
network resources, then a client/server network is usually the best solution. In fact, when 
using Microsoft software, you must set up a client/server network if you have more than 
10 computers because Microsoft hard codes its operating systems so that no more than 10 
computers can be connected to the same resource simultaneously. With Microsoft operating 
systems, as soon as the 11th computer tries to connect to a resource on a workstation, 
the operating system denies access to that computer. Client/server networks are the most 
common type of LANs found in business today. Generally speaking, client/server networks 
are also the most cost-effective solution even for small businesses.

■ Basic Network Topologies

THE BOTTOM LINE

In this section, you will learn what the term network topology means and how it is used in 
modern networks. The basic types of topologies available for a network are also discussed. 
Additionally, you will learn the difference between logical and physical topologies.

The term topology is used to refer to the shape of something. In this way, a topological map 
shows the shape of the land represented on the map. Computer networks also have shapes. 
The shape of a network is referred to as the network’s topology. Networks can have both 
physical topologies and logical topologies. In the following sections, we discuss many of the 
basic shapes, or topologies, that networks can take.

Bus Topology

A bus network topology was one of the first networking topologies to be developed. Figure 1-1 
illustrates what a basic network using the bus topology looks like.

CERTIFICATION READY
Can you identify and 
explain common network 
topologies such as 
star, mesh, bus, ring, 
point-to-point, point-to-
multipoint, and hybrid?
3.5

Figure 1-1

Bus network topology
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As you can see in Figure 1-1, in a bus network topology all the computers in the network are 
tied together by one main cable, called a backbone. This topology has the advantage of being 
easy to build and requiring only a minimal amount of cable. However, the bus topology does 
have drawbacks. The biggest drawback of this type of topology is that if the cable breaks at 
any point, the computers on the network lose the ability to communicate with each other. An 
additional drawback is that in the event of a cable break, it becomes very difficult to isolate 
the problem. The final main drawback is that only one signal can be sent down the main 
cable at a time. If more than one computer attempts to send a signal at the same time, the 
signals collide with each other and the data in both signals is lost. There are mechanisms put 
in place to deal with this last drawback and they are discussed in a later lesson.

Star Topology

The next topology is the star network topology. The star topology is the most commonly 
used networking topology today. Most networks that you are likely to come across use some 
variation on this topology. Figure 1-2 illustrates a basic star topology network.

Figure 1-2

Star network topology

Looking at Figure 1-2, it is clear why this type of topology is called a star topology. In this 
topology, several workstations are connected together via one central device such as a hub 
or a switch. The symbol used for this central device in Figure 1-2 is the standard symbol 
for a switch. The main advantage of this type of topology is that if the cable to one of the 
attached computers goes bad, only that computer will be affected. Since only one computer 
on the network is affected, it becomes a rather easy matter to determine which computer 
has the problem. The one main drawback that this topology has is that if the central device 
that connects all the computers goes bad, the entire network will not work. However, this 
drawback is offset by the fact that if the entire network is down, then the problem is most 
likely at the central connecting device. This fact limits the places that you have to look to 
determine what the problem is. The only other slight drawback of this network topology is 
that it does require more cable than the bus topology and is therefore a bit more expensive.

Ring Topology

The ring network topology, like the bus topology, was one of the first networking topologies 
to be devised. Figure 1-3 illustrates this topology.
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It is clear from Figure 1-3 that the term ring topology comes from the large ring that is used 
to connect the various computers together in a network configuration. The ring topology is 
similar to the bus topology in that both have a main cable, called a backbone, which is used 
to connect all the computers together. In the case of the ring topology that backbone cable is 
formed into a ring to connect all the computers together.

This ring configuration of the backbone has a couple of advantages over the bus topology. 
One advantage is that data can only flow in one direction, so data does not collide with 
data from another computer. The control mechanism for this is something called a token. 
The token used in a token ring network should not be confused with the access token 
discussed previously. These are two different types of tokens that are totally unrelated to 
each other.

In a token ring network a single token is passed from computer to computer. If a 
computer does not want to send data, it lets the token pass to the next computer. If a 
computer does want to transmit data, it takes control of the token and creates a data 
packet that is used to send data to the destination computer. Once the destination 
computer receives the data, it creates an acknowledgment packet, which it sends to the 
computer that originally sent the data. Once the computer that sent the data receives 
the acknowledgement packet, it releases the token to go on around the network looking 
for the next computer that wants to send data. This prevents the network from ever 
crashing because of too many computers trying to send data at the same time; however, if 
a number of computers do want to send data, the transmission of data can become very 
slow on this type of network.

The ring topology, because of its similarity to the bus topology, also shares one of the bus 
topology’s major weaknesses. If the backbone is cut anywhere, it will bring down the whole 
network, which makes it difficult to locate where the break is. This drawback, coupled with 
the fact that the network becomes very slow when large amounts of data are being sent, has 
resulted in this topology, along with the bus topology, being largely replaced with the star 
topology.

Mesh Topology

The mesh network topology is most commonly used in a WAN environment. Figure 1-4 
shows a diagram that illustrates what a mesh topology looks like.

Figure 1-3

Ring network topology
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Because the mesh topology is primarily used as a WAN technology, buildings are used in the 
illustration rather than computers. As you can see in this figure, a mesh topology is quite 
a bit more complex than the previous topologies. In a full mesh topology, every computer 
or building is connected directly to every other computer or building in the network. This 
allows for a great deal of redundancy, but also gets to be very expensive.

One way to determine how many connections a mesh topology network requires is to use 
a simple formula. That formula is n (n–1) /2. In this formula, the n stands for the number 
of devices or buildings to be connected. To illustrate this, let us consider a four-device mesh 
network. Using this value, the formula would be filled in like this 4 (4–1) /2. The result of this 
equation is six. What this means is that a full mesh topology network with four computers in 
it would require six connections. By looking at Figure 1-4 and counting the total number of 
separate connections, you can see that the result of six connections is indeed correct.

As the number of computers grows, the number of connections required grows rather quickly 
as well. A full mesh network with five devices in it would require 10 separate connections, 
and a full mesh network with six devices would require 15 connections. As this illustrates, 
using a full mesh topology, despite its great redundancy, can get to be very expensive very fast.

It is because of the expense involved in a full mesh network that an alternative to the full 
mesh network was developed. This alternative is called a partial mesh network. An illustration 
of a partial mesh network can be seen in Figure 1-5.

Figure 1-4

Mesh network topology

Figure 1-5

Partial mesh network topology
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A partial mesh network topology has all the same advantages as a full mesh topology 
where redundancy is concerned; however, it also has the added benefit that it does not 
require as many connections. Since fewer connections are required, a partial mesh network 
costs less. For a partial mesh network to be truly redundant, each device on the network 
needs to be able to connect to at least two other devices. It is possible to have more than two 
connections per device, but a minimum of two connections per device are needed for the 
network to qualify as a mesh topology network. The largest partial mesh topology network 
in the world is the Internet.

Point-to-Point Topology

The point-to-point network topology, like the mesh topology, is primarily a WAN type 
topology. Figure 1-6 illustrates this point very well.

Figure 1-6

Point-to-point network 
topology

Figure 1-6 clearly shows that in a point-to-point topology network, one, and only one, 
computer is directly connected to one other computer or device. This type of configuration 
is most commonly used when a computer outside the network needs to remotely connect to 
a computer or server inside a network. In this scenario, a point-to-point connection could 
be set up using some type of remote access technology to connect the computer outside the 
network to a computer on the inside.

Point-to-Multipoint Topology

The point-to-multipoint network topology is a variation on the point-to-point topology, but 
unlike the point-to-point topology, it is commonly used in both LANs and WANs. Aside from 
this last fact, the primary difference between point-to-point and point-to-multipoint topology 
is that in the point-to-multipoint topology, instead of having one device connect to just one 
other device, one device is connected to several other devices. Figure 1-7 illustrates this point.

XREF

More about remote 
access is discussed in 
Lesson 8.

Figure 1-7

Point-to-multipoint network 
topology
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The point-to-multipoint network topology is very seldom used to connect one computer to 
multiple computers. It is much more likely that the point-to-multipoint topology will be used 
to connect one switch or router to multiple switches, routers, computers, or other network 
devices. Figure 1-7 shows a switch and a router connected to multiple switches or routers 
rather than a single computer connected to multiple computers.

The circle with two arrows pointing in and two arrows pointing out in Figure 1-7 is the 
standard symbol of a device called a router. This device is used to move data around in a 
WAN and to ensure that the most efficient route is used.

Hybrid Topology

The hybrid network topology, as its name implies, is a hybrid or combination of several 
network topologies. Most networks that you will come across will likely be some kind of 
hybrid network topology. Probably the most common is a star-bus hybrid topology. Figure 
1-8 shows a hypothetical network that contains several network topologies combined into one 
hybrid network topology.

XREF

Routers and switches 
are discussed in greater 
detail in Lesson 6.

Internet Cloud

Router

Switch

Star
Topology
Network

Ring
Topology
Network

Figure 1-8

Hybrid network topologies

The two most prominent network topologies in Figure 1-8 are the ring topology at 
the top of the diagram and the star topology at the bottom. However, the network 
connection between the top ring, the middle router, and the bottom switch is an example 
of a bus topology. The connection between the router and the Internet cloud is an 
example of a point-to-point topology connection between the router and the Internet 
Service Provider (ISP) that provides access to the Internet for the entire network. The 
cloud symbol is a common networking symbol that is used to illustrate a network that 
you do not know the shape of.

There is one other way that a hybrid network can be formed. That way is by combining 
physical topologies with logical topologies. These two types of topologies are the topic of the 
next section of this lesson.
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Physical vs. Logical Topologies

The best way to understand the difference between the physical topology of a network and 
the logical topology of a network is to think of it in this way. A network’s physical topology 
refers to the shape of the wires. A network’s logical topology refers to the shape of the path 
the data follows as it moves through the network. Figures 1-9 and 1-10 are two examples of 
networks that have one physical topology but a different logical topology.

Figure 1-9

Physical star topology using a 
logical bus topology

Figure 1-9 illustrates a network that is physically shaped like a star, but internally works like 
a bus. In this illustration, the large box with the ports on it represents a network device called 
a hub. This hub is used to connect all the computers together in a network. The thick line 
inside the hub illustrates how the hub works internally. Internally, this hub has the topology 
of a bus, but externally, the computers connected to the hub have the topology of a star—a 
star-bus network. Inside the hub, the data flows as if it were a bus network; that is the logical 
topology of the network. Externally the computers are hooked up to the hub in the shape of a 
physical star; that is the physical topology of the network.

Figure 1-10

Physical star topology using a 
logical ring topology
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Figure 1-10 is similar to Figure 1-9, with one main difference. Instead of the central hub 
having a bus topology on the inside, it has a ring topology on the inside. A device like this is 
sometimes called a Token Ring Hub or a Ring Hub. One of the official names of a device like 
this is a MAU, which stands for Media Access Unit. These type devices are only used in token 
ring networks. Figure 1-10 illustrates a star-ring network. The physical shape of the network 
is that of a star. However, the logical shape or topology is that of a ring. In this network, data 
flows from one computer to the other just like described in the earlier section on the ring; but 
when you look at this network on the outside, it looks like a star. Thus this network has a ring 
logical topology but a star physical topology. In short, it is a star-ring network.

CERTIFICATION READY
Can you explain the 
difference between a 
physical topology and a 
logical topology?
3.5

■ Basic Network Configuration in Windows

In this section of Lesson 1, we present a basic introduction to configuring a Windows 
Vista machine to be used on a network.THE BOTTOM LINE

Being able to configure a Windows Vista or Windows 7 computer is a very important skill to know 
and is used throughout this book during the labs. One thing to keep in mind when configuring 
Vista is that because of the high level of security Microsoft tries to include in Vista, there will be 
many extra steps that simply require you to click YES or OK or provide administrative passwords 
numerous times during the configuration process. To eliminate these warning dialog boxes, you will 
need to turn off the User Account Control (UAC) inside Windows Vista. This is less of an issue in 
Windows 7 and so there is no real reason to disable the UAC in Windows 7.

User Account Control is a feature of Windows Vista and Windows 7 that requires 
confirmation, and sometimes administrative passwords, in order to allow certain actions to 
be taken on a Windows Vista or Windows 7 computer, even when the person attempting 
the actions has administrative rights already. Many people turn this feature off in 
Windows Vista as they find it annoying. As mentioned earlier, Microsoft softened this 
quite a bit in Windows 7 and so it is not so much of an issue in that operating system.

Some people have questioned whether there is any utility to the UAC feature in Windows 
Vista and 7. Microsoft assures us that this feature is necessary for you to implement the 
highest level of security on your local computer. To a certain extent this is true because it 
makes things more difficult for malicious programs to make headway in compromising the 
Windows Vista and 7 operating systems. However, one thing that anyone who works with 
computers should keep in mind is that as soon as a technique to protect a computer comes 
out, there will always be someone else out there trying to bypass it.

If you are not sure of what you are doing and want to be warned anytime you are about 
to take an action that may have permanent consequences for your computer system, you 
may want to keep UAC turned on in Windows Vista. If you are sure of what you are doing 
and do not wish to see the pop-ups and warning every time you take actions that require 
administrative access, you may wish to turn UAC off. The choice is yours, and Vista can 
accommodate you in either circumstance.

To turn the UAC off, go into the control panel inside Vista. Once inside the control panel, 
double-click the Security icon to go to the Security Dialog box shown in Figure 1-11.

As you can see in Figure 1-11, the bottom menu option in the Security Dialog box is labeled 
“Other security settings.” When this menu section is opened up, there are two settings that 
can be changed. One of those settings is the option to turn off User Access Control. Double-
clicking on this option will allow you to turn off UAC and eliminate the pop-up screen 
messages and requests mentioned previously.
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Now that the entire UAC issue is out of the way, it is time to discuss how to configure a 
Windows Vista or Windows 7 computer for network access. This topic is very detailed and 
will be covered often throughout this book. For now, we will simply address the basics of how 
to get into Vista’s and 7’s network configuration screens.

The key to configuring different network options is also found in the Windows Vista/7 control 
panel, specifically in the Network and Sharing Center applet. This is the place where all issues relat-
ed to networking and sharing of files, folders, media, and so on are located. Figure 1-12 illustrates 
the dialog box that comes up when the Network and Sharing Center applet is double-clicked.

Figure 1-11

Windows Vista Security
Dialog box

Figure 1-12

Windows Vista Network and 
Sharing Center dialog box
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As you can see in Figure 1-12, there is a lot going on in this particular dialog box. In fact, 
there is actually a lot more going on in this dialog box than is apparent when you are first 
looking at it. Fortunately, one of the labs in this lesson deals with all the different items that 
can be found in this dialog box and how some of them can be used. However, the lab will 
use Windows 7 instead of Windows Vista because Windows 7 is more widely accepted in 
the corporate environment. The illustrations in the text here are from Windows Vista. I have 
chosen to use Windows Vista in the text and Windows 7 in the lab so that you can see both. 
Windows Vista and Windows 7 are quite similar in this area.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• A brief history of networking.
• The difference between the World Wide Web and the Internet.
• The difference between LANs, MANs, and WANs.
• What a peer-to-peer network is and some of its advantages and disadvantages.
• What a client/server network is and what its advantages and disadvantages are.
•  Different types of network topologies and the advantages and disadvantages of each as 

well as how some of them are used.
•  The difference between logical and physical topologies and some examples to help 

understand that difference.
• What the UAC is and how to disable it if you so desire.
•  How to access the section of Vista that will allow you to configure different components of 

Vista’s networking capabilities.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The very first “computer networks” were jokingly referred to as ____________.

 2. The three main categories of networks are __________, __________, and __________.

 3. A network that is limited to just one building or at most two or three buildings in close 
proximity is called a _______.

 4. __________ networks are very common and are the type found in most homes that 
have networks.

 5. A __________ network is a network that has one central server that controls access to it 
and is the type most commonly found in businesses.

 6. Most modern LANs follow some form of the _________ topology.

 7. When a network combines two or more types of network topologies in its structure, it is 
called a __________.

 8. The physical shape of a network is referred to as the network’s __________.

■ Knowledge Assessment
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 9. A network’s __________ refers to the shape of the path that data takes as it flows 
through a network.

 10. Microsoft’s ____________________ is used to display warnings and ask for 
confirmation anytime a person wants to make some important change in Windows Vista 
that requires administrative access.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. The infrastructure that the World Wide Web and other services reside on is called what?
a. WAN
b. Enterprise Network
c. Internet
d. E-mail

 2. Services that use the Internet as their main support structure are which of the following?
a. World Wide Web
b. E-mail
c. News groups
d. All of the above

 3. The organization that spearheaded the development of the Internet was which of the 
following?
a. ARPA
b. DARPA
c. Novell
d. Bubba’s Computer Consulting, Ltd.

 4. __________use technology similar to WANs but cover a smaller geographic area.
a. LANs
b. MANs
c. Peer-to-peer networks
d. Internet

 5. Which of the following network topologies work best with 10 or fewer systems and 
users?
a. Client/server networks
b. LANs
c. Enterprise Networks
d. Peer-to-peer networks

 6. Which of the following network topologies use a single main cable called a backbone? 
(Choose two.)
a. Bus topology
b. Star topology
c. Mesh topology
d. Ring topology

 7. A ring topology network uses a __________ to control the flow of data on the network.
a. MAU
b. Token ring hub
c. Token
d. Data collisions
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 8. The most expensive network topology listed here is what?
a. Sneaker net
b. Star topology
c. But topology
d. Partial mesh

 9. The shape of the path that data takes through a network is called its what?
a. Local area network
b. Logical topology
c. Vulcan mindset
d. Physical topology

 10. In Windows Vista, where would you go to find the Network and Sharing Center dialog 
box?
a. Control panel
b. Security icon
c. Other security settings
d. Recycle bin

Scenario 1-1: Building a Home Network

John wants to build a home network. He has three computers from which he would like to be 
able to access the Internet, but he only has one Internet connection coming into his house. 
Fortunately for John, his home is a relatively new home and has network jacks in every room 
with one central location where all the network jacks in his home come together at a central 
multiport jack. This location is also where John’s Internet access comes into his home. What 
should John do to accomplish his goal?

■ Case Scenario
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Lab Exercises
■ Lab 1

Tour of a Working Client/Server LAN

The purpose of this lab is to familiarize the students with what a working local area network 
(LAN) looks like.

This lab is important to the student because the instructor can use the things seen during this 
tour in later lessons as a point of reference to help students understand different topics that 
will be discussed. If the student can visualize what the instructor is talking about, it will help 
their understanding and retention. This lab will provide a shared central point of reference for 
both the students and the instructor in later classroom discussions.

MATERIALS
• Notepad

• Pencil

DO THE LAB
In order to accomplish this lab, the instructor will need to arrange a tour with either a local 
business, or the IT department of the school at which the class is being taught. This tour needs to 
include the point where outside communications come into the business. The tour also needs 
to contain the location where the network is initially broken out into smaller sections. This 
section is usually called the main distribution frame. If the servers for the network are kept in 
a different location, this area needs to be seen too. If the site being toured is large enough to 
contain one or more intermediate distribution frames, one of these needs to be seen as well.

The tour needs to be led by someone who is knowledgeable about the network that is being 
toured. This person needs to identify all the equipment in the various locations viewed by 
the class and explain their function in the overall scheme of the network. The tour guide 
also should make a point of showing how the main distribution frame is connected to the 
intermediate distribution frame and how both of these areas are connected to the individual 
systems and rooms in the overall network. The tour guide should be prepared to answer any 
questions the students ask over the course of the tour.

The student should take notes during the tour. After the tour, the student should create a basic 
diagram of the high points of the network and how it all works together based on their notes and 
the information provided by the tour guide. Both the notes and the diagram should be turned in 
to the instructor as proof the student did the lab. The instructor should then return the notes and 
diagrams to the students so that they can be used as a reference point in later classes.

■ Lab 2

Configuring Network Related Components in Windows 7

The purpose of this lab is to familiarize the student with the tools used in Windows 7 to 
do basic network configuration. This is the lab that was referred to in the last section of 
this lesson.
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This lab is important to the student because it familiarizes them with the mechanisms used in 
Windows 7 for configuring networks. This will help the student gain a better understanding 
of how Windows 7 works in regards to networking and will prepare them to configure 
Windows 7 in future labs.

MATERIALS
• A computer running Windows 7

• Connection to a functioning network

• Internet connectivity

Find and Open the Network and Sharing Center

 1. Click on Start in the bottom left corner of the computer screen.

 2. This will bring up the Start Menu.

 3. Note the list of options down the right side of the menu. Write these down on a piece of 
paper.

 4. Click on the option labeled Control Panel.

 5. This brings up a Window similar to the one shown in Figure 1-13, click the down arrow 
located next to View By: at the top right side of the screen and choose the Large Icons 
option.

Figure 1-13

Windows 7 Control Panel

 6. The icons in this Window are in alphabetic order. Each icon represents a program called 
an applet. Double-click the applet called Network and Sharing Center.

 7. Double-clicking the Network and Sharing Center applet will bring up the Network and 
Sharing Center, which will look similar to the dialog box shown in Figure 1-14.
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Familiarize Yourself with the Network
and Sharing Center

 1. The Network and Sharing Center has several different areas within it. At the top of 
the Network and Sharing Center are a few icons. The first icon should be labeled This 
Computer and should also contain the name of the local computer. Connected to this 
icon is another icon that shows some sort of network device or workgroup. Connected 
to this may be a third icon that represents the Internet or some other component of a 
larger network.

 2. Click on the computer icon. Clicking this icon will show you what is located on the 
local computer, its drives, folders, and so on. This is the same information that can 
be obtained by double-clicking the Computer icon on the desktop. Close this dialog 
box.

 3. Click the second icon. Clicking this icon will show you what is on the immediate 
network. When this icon is clicked, Windows 7 begins an inventory of the local network 
segment or workgroup your computer is on. Once this inventory is done, it will create a 
net dialog box that shows all the computers and other network devices in the immediate 
vicinity of your computer. Clicking on this icon will give you something similar to 
Figure 1-15. List the Name, Category, Workgroup, and Network Location for at least
3 devices on your network. Close this dialog box.

Figure 1-14

Windows 7 Network and 
Sharing Applet
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 4. Click the last icon at the top of the Network and Sharing Center applet. If this icon is 
the Internet icon, it will take you to the default web browser for your computer. Write 
down the name of the application that came up. Close this application.

 5.  The lower section of the Network and Sharing Center has to do with setting up sharing 
different resources on your local computer. While there are several options down here, 
we will only look at a couple of them.

 6. The first option on this lower list is labeled Set up a new connection or network. Click on 
this option. When you click on this option, it gives you a dialog box containing a list of 
connection wizards. Write down all the connection wizards available to you on a piece of 
paper. Close this dialog box.

 7. Click on the second option labeled Connect to a network. This option brings up a 
list of all the networks that are currently available to you and gives you the option 
of connecting to one. This dialog box also tells you which network you are currently 
connected to. List on a piece of paper all the networks available to you and the one you 
are connected to. Close this dialog box.

 8. To the left side of the Network and Sharing Center is a list of options than can be 
chosen. The options at the bottom of this section take you to different items related 
to networking that are not listed in the Network and Sharing Center. These items will 
vary depending on what software your local computer has and what the state of its 
networking capabilities are. The menu options at the top of this section are what we are 
currently interested in. Write down all the menu options listed on your computer from 
this upper area.

 9. Locate the option labeled Change Adapter Settings. This brings up a very important 
dialog box that lists all the network connections available to you on your local 
computer. The dialog box should look similar to Figure 1-16 if your view options are 
set to Detail.

Figure 1-15

Windows 7 Network
dialog box
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 10. The Network Connections dialog box is of particular importance to us because it is one of 
the ways that we are able to get to the manual configuration menu for a specific network 
connection. Choose a network connection in this dialog box and double-click it. (Note: 
There may only be one connection in this dialog box.) Once you double-click the 
network connection of your choice you will get a dialog box similar to the one shown in 
Figure 1-17.

Figure 1-16

Windows 7 Network 
Connections dialog box

Figure 1-17

Windows 7 Local Area 
Connection Status dialog box

 11. This dialog box shows the status of your connection and has several different buttons on 
it. The top button, the Details button, gives you detailed information about your NIC 
and connection. The buttons along the bottom are Properties, Disable, and Diagnose. The 
Disable button will disable the NIC. You can then re-enable it by clicking the button 
again, except that it will now be labeled Enable. The Diagnose button runs a basic 
diagnostic on the NIC to check it for any problems. The Properties button however is 
the one that we are interested in right now. This button will bring up the dialog box 
shown in Figure 1-18.
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 12. This dialog box shows all the Clients, Services, and Protocols that are installed on this 
local area connection. The icon of a computer connected to a cable represents Clients, 
the icon of a computer sitting on top of a hand represents Services, and the icon of just 
a wire represents protocols. Protocols are basically different sets of rules that allow one 
computer to communicate to another or some other such thing. Protocols are covered 
in greater detail in Lesson 5. Write down on a piece of paper the Clients, Services, and 
Protocols running on your local computer.

 13. Find the protocol labeled Internet Protocol Version 4 (TCP/IPv4). Click on this protocol 
once so that it is highlighted. Now click on the dialog button labeled Properties. This 
will bring up a dialog box that looks like Figure 1-19.

 14. This dialog box is where your computer’s network addressing information is configured. Your 
local computer is probably set for “Obtain an IP Address Automatically.” For now we will 
leave it there; however, in later labs it may become necessary to make changes in this area.

 15. Click Cancel on the Internet Protocol Version 4 (TCP/IPv4) Properties dialog box.

Figure 1-18

Windows 7 Local Area 
Connection Properties dialog 
box

Figure 1-19

Windows Vista Internet 
Protocol Version 4 (TCP/IPv4) 
Properties dialog box
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 16. Click Cancel on the Local Area Connections Properties dialog box.

 17. Close the Network Connections dialog box.

 18. Close the Network and Sharing Center dialog box.

 19. You are now finished with this lab. This lab has familiarized you with the Network 
and Sharing Center and some of the things that can be checked and configured in 
this location. In future labs, this applet will be used to help you configure your local 
computers to complete some of the other labs in this book.

■ Lab 3

Basic Diagramming of Star and Bus Topologies

During your career in networking, you will frequently need to interpret networks drawings, if 
not create them yourself. This lab will start you on doing some simple network diagrams.

Familiarizing Yourself with Star and Bus Topologies

 1. Draw a basic bus topology with 4 computers attached to the backbone. Label the 
computers A, B, C, and D. (The book has an example of a bus topology in Lesson 1).

 2. Imagine the user at computer A needs to open a file on computer D in a peer-to-peer 
fashion. What path do you think the data will follow from A to D and then from D to 
A? Add this path, as a dotted line, to your network diagram.

 3. On the opposite side of your paper, using no more than half a page, draw a star-
shaped topology with 4 computers attached to a central connectivity device. Label the 
workstations E, F, G, and H. (Note: At this point, none of these workstations are servers).

 4. Imagine that the user at computer E wants to open a file that is on computer H’s hard 
disk, in a peer-to-peer fashion. With a dotted line, draw the path you think data would 
take between these 2 computers.

 5. Now add a printer and a server to your star topology network drawing. Make sure the 
printer is connected to the server and not directly to the network. With the addition of 
a server, you have changed the network from a peer-to-peer network to a client/server 
network. The printer has become a resource that all the workstation users can share.

 6. Suppose the new server is configured to provide all necessary services to the entire 
star topology network, including print and file services. Now if computer G sends a 
document to the printer, what path do you think the document’s data will take to the 
printer? Draw this path as a dotted line on your network.

 7. Most modern networks are not simple star, bus, or ring topologies, instead, they are 
some combination of these arrangements. A common network design combines 2 or 
more star-shaped networks via a bus to create a star-bus topology. On the same sheet of 
paper, draw a second star topology network that consists of 3 workstations, labeled I, J, 
and K, that are linked to a central connectivity device.

 8. Now draw a line between the 2 connectivity devices to indicate a bus-style connection 
between the star-based networks. You have now designed a hybrid star-bus topology network.

 9. Suppose that workstation J wants to print to the printer you just added in step 5. Using 
a dotted line, draw the path you think workstation J’s document will take to the printer. 
Remember that the server still controls all the print functions for that network.

 10. Of the 3 different kinds of networks you worked on in this project, which one do you 
think would allow for the easiest expansion?
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Introduction to the OSI Model Compare the layers of the OSI and  1.1
 TCP/IP models.
 OSI model:
 • Layer 1—Physical
 • Layer 2—Data Link
 • Layer 3—Network
 • Layer 4—Transport
 • Layer 5—Session
 • Layer 6—Presentation
 • Layer 7—Application
 Classify how applications, devices, and  1.2
 protocols relate to the OSI model layers.
 • IP address
 • Frames
 • Packets
 • Cable

TCP/IP Model Compare the layers of the OSI and  1.1
 TCP/IP models.
 TCP/IP model:
 • Network Interface Layer
 • Internet Layer
 • Transport Layer
 • Application Layer
 •  (Also described as: Link Layer, Internet

Layer, Transport Layer, Application Layer)

How the Layers Work Together

K E Y  T E R M S

Application layer

bits

compression

connectionless protocol

connection-oriented protocol

data

Data Link layer

de-encapsulation

duplex

encapsulation

encryption

frame

frame synchronization

full-duplex

half-duplex

header

Internet layer

logical address

Logical Link Control (LLC) sublayer

Media Access Control (MAC) sublayer

Network Interface layer
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John works for XYZ Network Architects Consulting. One of his company’s clients, ABC Software 

Wingdings has created a new application. They want John to determine how to program their 

new computer software to work on a network. John has to determine what needs to be done 

to make this happen.

■ Introduction to the OSI Model

THE BOTTOM LINE 

This section of Lesson 2 introduces the OSI Model and explains what it is. This section 
also examines each of the layers of the OSI Model and explains the functions that are 
carried out at each layer. This section also introduces the concept of encapsulation.

OSI stands for Open Systems Interconnection. This model was created by the International 
Standards Organization to describe the steps that data must go through in order to be 
transmitted across a data network. The OSI Model was never intended to define how data 
moves across networks; instead the OSI Model was intended to describe how data moved 
across networks. As such, the OSI Model is not a standard that all networking protocols 
must follow. In point of fact, the OSI Model was not even created until 1984, which is 
some years after TCP/IP, the most commonly used networking protocol, was first created.

Since the OSI Model was not created to define how data flows through networks, why was 
it created? The OSI Model was created as a framework and reference model to explain how 
different networking technologies work together and interact. In this capacity, the OSI 
Model is an excellent place to start when you are trying to understand all the processes that 
are necessary for data to be moved around a data network.

What the OSI Model Looks Like

Figure 2-1 shows the various layers of the OSI Model and how they are organized in relation to 
each other. Each layer has specific functions it is responsible for and all the layers must work 
together in the correct order to move data around a network. The correct order of the layers from 
top to bottom is Application, Presentation, Session, Transport, Network, Data Link, and Physical.

CERTIFICATION READY
What are the 7 Layers of 
the OSI Model?
1.1

Network layer

OSI Model

packet

physical address

Physical layer

port address

Presentation layer

protocol

protocol suite

routing

segment

Session layer

simplex

tailer

TCP/IP Model

translation

Transport layer

Figure 2-1

The basic layers of the OSI 
Model
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There are many common mnemonics that people use to remember the correct order of the 
layers. To remember the order from top to bottom, the following mnemonic may help—All 
People Seem To Need Data Processing. The first letter of each word in the mnemonic is the 
first letter of each layer of the OSI Model from top to bottom.

If you prefer to remember the OSI layers in the correct order from bottom to the top, a 
different mnemonic can be used—Please Do Not Throw Sausage Pizza Away.

Encapsulation

The next few sections of Lesson 2 discuss each of the layers of the OSI Model and the 
functions of each layer. However, before discussing the functions of the various layers of 
the OSI Model, the concept of encapsulation needs to be introduced.

In networking, encapsulation is the process of taking data from a previous layer of the 
OSI Model and carrying it forward into the next layer. The reverse of this process is 
called de-encapsulation. It is necessary to mention this process at this point because as 
data moves from one layer of the OSI Model to the next, different terms are used to 
describe it.

While data is in the top three layers of the OSI Model, the Application, Presentation, and 
Session layers, it is called data. When data enters the Transport layer, it then becomes known 
as a segment. As the segment is passed further down the OSI Model, to the Networking layer, 
the segment becomes known as a packet. Down in the Data Link layer, the packet is turned 
into a frame. Finally, when the frame reaches the bottom of the OSI Model and enters the 
Physical layer, it is converted into bits, which are then passed down the network media to 
the destination computer. When the bits reach their destination computer the reverse process 
takes place. The reverse process is called de-encapsulation. Bits become frames, frames then 
become packets, the packets become segments, and finally the segments are turned back into 
data as each passes through its respective layers.

Encapsulation will be discussed in more detail at the end of this lesson. Figure 2-2 shows 
what data is called at each point in the encapsulation process.

Figure 2-2

OSI Model layers and what 
data is called at each level of 
encapsulation

CERTIFICATION READY
What layer of the OSI 
Model do packets 
relate to?
1.2

CERTIFICATION READY
What layer of the OSI 
Model do frames 
relate to?
1.2

Physical Layer

Let’s begin our discussion of the functions of the different layers of the OSI Model. The 
first layer we discuss is Layer 1, the Physical layer. The Physical layer, as may be expected 
from its name, deals with all aspects of physically moving data from one computer to the 
next. Specifically, cable standards are defined on this layer as well as the standards that 
define other means of data transmission such as wireless standards and fiber optic stan-
dards. The encapsulation unit on this layer is called bits because this layer is concerned 
with converting data from the upper layers into 1s and 0s that can be transmitted over 
various types of transmission media. Hubs are an example of the types of devices found on 
this layer of the OSI Model.

CERTIFICATION READY
What function or functions 
does each layer of the OSI 
Model carry out?
1.1
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One of the areas defined on this layer of the OSI Model is the physical means that are 
used to transmit data across the network. Copper wiring, fiber optic cable, radio frequen-
cies, anything that can be used to transmit data is defined on the Physical layer of the 
OSI Model. However, defining physical media specifications is not the only use for the 
Physical layer.

The Physical layer of the OSI Model is also used to define how data is encoded onto the 
media used to transmit the data. What this means is that the Physical layer defines how the 
data is converted to whatever medium is being used to transmit the data.

If copper wire is being used, the Physical layer defines how the data is converted to electrical 
impulses that are sent across the copper media. If fiber optic cables are being used, the 
Physical layer defines how the data being transmitted is converted to light pulses. Finally, if 
some sort of wireless media such as radio waves or microwaves are being used to transmit the 
data, the Physical layer is responsible for defining how the radio waves, microwaves, and so 
on are modulated to carry the data that is being transmitted.

Data Link Layer

The Data Link layer is the second layer of the OSI Model and the next layer to be discussed. 
The encapsulation on this layer is called a frame. Switches are an example of the types of 
devices found on this layer of the OSI Model.

While the Physical layer is concerned with media specifications and encoding, the Data Link 
layer is concerned with moving data from one computer to another. Another way of say-
ing this is that the Data Link layer is responsible for moving frames from node-to-node or 
computer-to-computer. This is sometimes called node-to-node communications. The Data Link 
layer cannot move frames across routers; it can only move frames from one adjacent computer 
or device to another. This means that if a computer shares a network segment with another 
computer, then the computers in question can use the frame of the Data Link layer to move 
the data. To move the data to a different network segment, other means are needed and will 
be discussed later.

To move data around a network, a computer needs to know the address of the computer it is 
trying to communicate with. As such, the Data Link layer also contains an addressing mecha-
nism for finding the computer or other device on the shared network segment it is trying to 
communicate with. This address is called a MAC address or a physical address. This address 
is called a physical address because it is hard coded into the network device. Each device to 
be communicated with on a network segment must have a unique physical address. This is an 
example of what a physical address looks like: 00-22-68-BF-F8-EA.

A couple of the better-known protocols that are defined on the Data Link layer are the 
Ethernet Protocol and the Point-to-Point Protocol (PPP). Simply defined, a protocol is a 
predefined and widely accepted set of rules that are used to describe exactly how a specific 
task is to work in a network environment.

Another thing to understand about the Data Link layer is that it is very unique because 
it has become necessary to divide it up into two sublayers in order to properly describe 
its full functionality. These two sublayers are called the Logical Link Control (LLC) 
sublayer and the Media Access Control (MAC) sublayer. Figure 2-3 shows how the 
Data Link layer is broken out into the Logical Link Control and the Media Access 
Control sublayers.

The IEEE 802.2 protocol defines these two sublayers in the Data Link layer. IEEE 802.2 is 
one of the protocols defined in the greater IEEE 802 protocol set, which was first proposed 
by a standards organization known as the Institute of Electrical and Electronic Engineers 
(IEEE). This standards organization has been around for approximately 125 years and has 
numerous standards to its credit. The IEEE 802 standards are one of the organization’s 
biggest contributions to computer networking technologies.

XREF

The protocols 
mentioned here, along 
with many others, are 
discussed in more detail 
in Lesson 5 of this book.
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LLC SUBLAYER
In many ways, the LLC sublayer is the creation of the IEEE 802.2 standard, which was 
created to facilitate communications between the upper Network layer of the OSI Model and 
the lower Physical layer. In its original version, the Data Link layer ignored the networking 
issues of how addressing on the Data Link layer was to work and how to control data flow 
from the Physical layer up to the Network layer and vice versa was to be controlled. IEEE 
802.2 addresses these issues.

In addition to the two previously mentioned critical areas, the LLC sublayer also addresses 
some optional areas—address notification and error correction.

MAC SUBLAYER
The Media Access Control sublayer is in some ways what the original Data Link layer was 
until IEEE 802.2 brought its much-needed added functionality to the Data Link layer. One 
of the MAC sublayer’s primary functions is to determine which computer has access to the 
network media at any given time. In other words, the MAC sublayer provides access control 
to the media just as its name implies. In the LAN environment, the primary way that the 
MAC sublayer does this is with something called Carrier Sensing Media Access/Collision 
Detection (CSMA/CD) in the wired world and Carrier Sensing Media Access/Collision 
Avoidance (CSMA/CA) in the wireless world.

Another function of the Media Access Control sublayer is to determine where one frame ends 
and the next one starts; this is called frame synchronization. Frame synchronization is the 
method used by a specific frame type or protocol to delineate, or define, to the computer the 
beginning and ending of any given frame.

There are four main forms of frame synchronization:

• Time-based frame synchronization: Places a specific amount of time between each 
frame in a stream of frames. After a set amount of time, the computer knows that the 
next frame has begun. The main drawback of this frame synchronization type is that 
extra time can creep into any given transmission due to external influences, which 
throws off the entire synchronization. Some external influences could be interference, 
attenuation of the signal, changes in media, or just plain distance.

• Character counting: Keeps track of how many characters are in a frame, as defined by one 
of the settings in a frame. Once the computer gets to the end of the count, it knows that 
the frame has come to an end and the next one has started. The main drawback to this 
method is that over time errors can creep into the frame, which results in characters being 
lost or added to the frame, throwing off the count and therefore the synchronization.

• Byte stuffing: Uses a predefined set of bytes to start off a frame and uses a different 
set of predefined bytes to end a frame. A byte is made of 8 bits, or eight 1s and 0s. 
When the computer sees the predefined series of bytes that indicate the end of a frame 
immediately followed by the other predefined set of bytes indicating the beginning of a 
frame, the computer knows that one frame has ended and another has started. Byte 
stuffing and bit stuffing are related to each other and are variations on the same idea.

XREF

A greater discussion 
of these two Carrier 
Sensing technologies is 
found in Lesson 7 of 
this book.

Figure 2-3
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• Bit stuffing: Uses several groups of eight 1s and 0s, a predefined series of bits, to indicate 
the beginning and ending of a frame. Aside from the substitution of a small number of bits 
for a series of bytes, the byte stuffing and bit stuffing methods work exactly the same way.

Network Layer

While the Data Link layer is responsible for moving the data from one computer or node to 
another, the Network layer, Layer 3, is responsible for moving the data in the form of packets 
from one end of the network to the other. This is sometimes called end-to-end communications. 
The Network layer does this via the use of something called logical addresses. While hard 
coded machine/physical addresses are used on the Data Link layer, logical addresses are 
logically assigned depending on the Networking layer protocol being used. In the case of the 
TCP/IP Protocol, the most commonly used networking protocol, the logical address is known 
as the IP address. This is what an IPv4 address looks like: 192.168.0.100. Routers are an 
example of the types of devices found on this layer of the OSI Model.

Logical addresses need to be assigned manually to every computer on a network. Also any 
computers that are directly connected to each other in the network or via routers and other 
connectivity devices need to have unique logical addresses as well. These addresses are used 
by the network as a kind of placeholder as data is moved across different computers in the 
network. While the physical address changes as a data frame is moved from one computer to 
another, the logical address does not change.

Logical addresses are used in one of the most important functions of the Network layer—
routing. Routing is the ability of the various network devices and their related software to 
move data packets successfully from their source location to their destination locations no 
matter how far apart they are.

With logical addresses serving as placeholders, the Network layer devices and related software are 
able to use the logical address to determine the best route that a particular data packet can take 
to get to its destination. Every device along the path taken uses the logical address to keep the 
packet on track and to determine the next step the packet needs to take to get to its destination.

Transport Layer

The next layer up from the Networking layer is the Transport layer or Layer 4. The 
Transport layer is concerned with taking the data from higher levels of the OSI Model and 
breaking it down into smaller pieces called segments that can be sent along to lower-level 
layers for data transmission. Conversely, when data arrives into the computer, the Transport 
layer takes the data segments and reassembles them into data that the higher-level protocols 
and applications can use. Directly connected to this, the Transport layer is also concerned 
with sequencing the different segments so that they can be reassembled in the correct order 
when they arrive at their destination computer.

Aside from breaking the data into segments or reassembling segments back into data, the 
Transport layer is also concerned with the reliability of the transport of the data sent. One 
of the jobs of the Transport layer is to ensure that the data that has been sent has safely 
arrived at its destination. In order to do this, once a Transport layer protocol has sent its data 
segment or group of data segments, most of them will await a response from the destination 
computer that the data had arrived before sending out another data segment or group of data 
segments. The most common protocol of this type is the TCP protocol that is part of the 
TCP/IP protocol suite. If the sending computer does not receive the expected response, it 
will resend the data segment or segments it had just transmitted. Because of this function of 
the Transport layer, many of the protocols found on this layer are called connection-oriented 
protocols. However, it is important to note that not all Transport layer protocols verify 
that the destination computer actually received the data segments sent. In fact, one fairly 

XREF

IP addresses will be 
discussed in greater 
detail in Lesson 4.

XREF

How physical and 
logical addresses 
work together will be 
described in more detail 
in Lesson 4 under the 
“How Physical and 
Logical Addresses Work 
Together” heading.
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common Transport layer protocol, UDP, actually does not check and because of this is called 
a connectionless protocol. Connection-oriented protocols and connectionless protocols will be 
discussed in more detail later in this lesson.

PORT ADDRESSING
Aside from the previously discussed functions of the Transport layer, this layer also makes sure 
that the data it has sent is able to get to the proper destination applications, services, or protocols 
once it reaches its destination, or vice versa. To do this, the Transport layer uses special addressing 
called port addressing. A port address is a unique address inside the computer that is associated 
with a specific protocol, service, or application. Some of these port addresses are predefined and 
cannot change, while others are assigned on the fly by the computer as the need arises.

Port addresses especially apply to the TCP and UDP protocols and are divided into three 
categories or ranges:

• Well-known ports: Have the range of 0 thru 1,023 and are pre-assigned by the Internet 
Corporation for Assigned Names and Numbers (ICANN) for the use of major networking 
protocols. These do not change no matter what computer or operating system you use.

• Registered ports: Have the address range of 1,024 thru 49,151 and have been registered 
with ICANN for specific uses usually for a specific company, vendor, application, or 
operating system for proprietary use.

• Dynamic ports: Have an address range of 49,152 thru 65,535 and are available for use 
by any application to communicate with any other application. Dynamic ports are also 
sometimes known as private ports.

CONNECTIONLESS VERSUS CONNECTION-ORIENTED PROTOCOLS
In discussing Network and Transport layer protocols, the concept of connectionless and 
connection-oriented protocols must be addressed. This is an important concept because the 
protocols on this layer and the Network layer fall into one of these two categories:

• A connectionless protocol is a network communications protocol that does not ask 
for verification that a data packet has successfully reached its destination. Basically if 
a connectionless protocol is being used, the data packet is thrown out on the network 
and it is just “assumed” that the packet successfully reached its destination. Video 
streaming and VoIP (Voice over IP) are examples of the types of applications that use 
connectionless protocols for communications.

• Connection-oriented protocols on the other hand ask for verification that a packet has 
successfully reached its destination before sending another packet out. Receiving a data 
file is a good example of a networking activity that uses connection-oriented protocols.

The vast majority of the Network layer protocols used in modern networks are connectionless. A 
good example of this is the IP protocol. However, when we look at the Transport layer, we find 
that one of the most widely used protocols on this layer, TCP, is actually a connection-oriented 
protocol. Another widely used protocol found on the Transport layer is UDP. UDP is a connec-
tionless protocol used in various data-streaming network applications.

Session Layer

The Session layer, Layer 5, is responsible for managing the dialog between networked devices. 
The Session layer is able to establish, manage, and terminate connections between local and 
remote computers or applications. The Session layer provides duplex, half-duplex, or simplex 
communications between devices.

Duplex or full-duplex communication is true two-way communications between two devices. 
Either end of the connection can transmit or receive at the same time the other end is doing 
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the same thing. Half-duplex communication is where a device can only send or receive while 
the device on the other end is doing the opposite. An example of this would be a CB or 
walkie-talkie where only one party can transmit at a time. Finally, simplex communication is 
pure one-way communications. Think of a radio or TV. A simplex device can either send or 
receive; it cannot do both.

Aside from all this, the Session layer also provides procedures for establishing checkpoints, 
adjournment, termination, and restart or recovery procedures. In the TCP/IP Model dis-
cussed later in this lesson, some of the jobs of the Session layer are taken up by the Transport 
layer and some are taken up by the Application layer.

Presentation Layer

The Presentation layer is concerned with how data is presented to the network. In order to 
properly present data to the network, the Presentation layer is primarily concerned with three 
tasks. These tasks are translation, compression, and encryption.

• Translation is the ability to take data transmitted by one type of computer and change 
it so that another type of computer can understand it. An example of this would be 
enabling a Macintosh or Apple computer to understand data sent by a PC or a Windows 
computer. However, with most computers now using the TCP/IP protocol to transmit 
data on most networks, this function is becoming less important.

• Compression is where data is made smaller in such a way that more data can be sent 
along the network in a given amount of time without making any changes to the hard-
ware. This compression is usually done by taking redundant or repeated data out of a data 
stream. The opposite of compression is de-compression, which is the process of taking the 
compressed data stream and rebuilding it so that all the data that was originally present 
before compression is present again. De-compression is also a function of the Presentation 
layer. Most data that is sent across the Internet today is already compressed. This reduces 
the need for the data to be compressed again before it is transmitted; so, this function, 
like translation, is commonly ignored by networking protocols.

• Encryption is a process that allows data to be encoded in such a way that if an eaves-
dropper on the network is able to intercept the data being transmitted he or she still 
would not be able to understand it without knowing how to decode it. The reverse of 
encryption is decryption. If a computer is receiving encrypted data from another com-
puter, then it is the Presentation layer’s job to decrypt that data.

One of the best-known uses of network encryption is something called Secure Socket Layer (SSL). 
SSL is what is used to encrypt web pages. Anytime you see a web page that starts out with “https,” 
that web page has been encrypted using SSL. Note that not all encryption has to take place on the 
Presentation layer. Many times lower-level protocols are used for encryption and decryption. An 
example of such a protocol is IPSec, which is really a Transport layer protocol used for encryption.

Application Layer

The Application layer, Layer 7, is the top layer of the OSI Model. The name of this layer 
sometimes confuses people. They tend to associate the term application with software 
programs such as Office, Outlook, Firefox, and so on. While this is a valid association, it is 
not what is meant by the term application when discussing the Application layer of the OSI 
Model. Instead, it is best to think of the Application layer as the layer of the OSI Model that 
contains all the services or protocols that are needed by the application software or operating 
system to communicate on the network.

A very good example to illustrate the point made previously is a web browser such as Firefox. 
Firefox is the application that an end user would use to browse the web; however, just having 
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Firefox running on your computer does not mean you can automatically view web pages. 
In order to view web pages, Firefox has to have an Application layer protocol called HTTP 
(Hyper-Text Transport Protocol) to view a web page. A similar example would be e-mail soft-
ware such as Outlook. Outlook cannot automatically pick up and read or send e-mails. 
Instead, it has to have the Application layer protocol POP3 (Post Office Protocol version 3) 
in order to read e-mails and the Application layer protocol SMTP (Simple Mail Transport 
Protocol) to send e-mail. The Application layer of the OSI Model is where the various proto-
cols and services that are used by computer applications to send and receive different types of 
data on a network reside.

How Data Moves Through the OSI Model

Now that we have discussed what each layer of the OSI Model does, we need to discuss how 
these layers are used in practice. Figure 2-4 illustrates this nicely.

Figure 2-4
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Figure 2-4 illustrates how each layer of the OSI Model adds its own header to the data that 
originated from the operating system. Each layer adds its own header in front of the header 
from the previous layer. This header contains information that describes what each layer of 
the OSI Model should do with the data. In addition to a header, the Data Link layer also 
adds a tailer. This tailer contains additional information added by the Data Link layer that 
deals with error correction. Note: the only layer that does not add a header or tailer to the 
data is the Physical layer of the OSI Model. This is because the Physical layer of the OSI 
Model is only concerned with encoding the data to the media that is being used to pass the 
data down the network. This is illustrated by the wire that follows along the bottom of
Figure 2-4 and the large arrow pointing to it.

Figure 2-5 shows how the data appears to the system as it moves through the OSI layers. 
You will notice that the shading of the headers changed to become the same shade as the 
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Figure 2-5

Data as it appears to the 
system moving down the OSI 
layers

data portion of the datagram as is moves down the OSI layers. This is because as each layer 
adds its own header it considers both the original data and any headers added by any previous 
layers to be part of that layer’s data. In other words, as far as each layer is concerned, the data 
portion of the datagram gets larger as each layer adds its own header information.

Figure 2-6 shows how data is sent and then received by another computer. On the send-
ing end of the connection, the operating system (OS) sends the data to the Application 
layer of the OSI Model to begin the process of transmitting the data to the destination 
computer. The Application layer adds a header to the data indicating what protocol or 
service the data uses. The data with this new header information is then passed down to 
the Presentation layer.

The Presentation layer adds a header describing how the data is to be presented to the net-
work, whether it is compressed, encrypted, translated, and so on. The Presentation layer 
then passes this data with its own header added to the Application layer’s header down to the 
Session layer.

The Session layer then adds a header describing how the session the data belongs to is to be 
established, managed, terminated, and so on before passing it down to the Transport layer.

The Transport layer breaks the data up into segments and sequences them for passing on to 
the next computer for reassembly. The information the Transport layer puts in its own header 
describes how the data is segmented and sequenced. The Transport layer also adds source and 
destination port numbers to indicate what service, protocol, or application a particular data 
segment belongs to. You should note that the Transport layer copies the header information 
from the previous three layers to each of the segments before adding its own header informa-
tion. Once this header information is added in front of all the previous headers, it is passed 
down to the Network layer.
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The Network layer creates a header that adds source and destination logical addresses, along 
with a few other pieces of information, to each segment it receives from the Transport layer 
above. At this point, the segments become known as a packet. The source and destination 
logical address added by the Network layer ensures that each packet will be able to find the 
destination computer it is intended for. After doing all this, the Network layer passes the new 
packet down to the Data Link layer.

The Data Link layer takes the packet it received from the Network layer and adds the source 
physical addresses to the packet and the destination physical address of the next device 
down the line it needs to be sent to as determined by the destination logical address added 
by the Network layer. At this point, the packet becomes known as a frame. The Data Link 
layer places all this information into the Data Link header. In addition to this information 
being added into a new header, the Data Link layer also runs an error-checking algorithm 
on the data and puts that result in the Data Link tailer at the end of the frame. Once this is 
complete, the Data Link layer passes the whole ensemble of headers and data down to the 
Physical layer of the OSI Model.

The Physical layer encodes the data into whatever form is needed to place it onto the media 
being used to communicate with the destination computer. When the destination computer 
receives the signal on the Physical layer, the whole process described here begins in reverse 
until the data is finally passed on to the operating system, which then ensures that data is 
given to the software application it was intended for.

Another way to describe this is to follow an imaginary piece of data as moves down the vari-
ous layers of the OSI Model and describe what happens at each layer. The data starts out 
originating with some program in the computer. That data is then sent to the networking 
sub-system of the operating system so that it can be sent to a different device on the network. 
The first stop of that data would be the Application layer. The Application layer contains 

Figure 2-6
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the services and protocols used by the operating system to prepare data for transportation 
across a network. Once the Application layer prepares the data, it is passed down to the 
Presentation layer. Here the data type is identified and the data is compressed or encrypted if 
needed. After this, the data is passed down to the Session layer where a link is made between 
the two computers exchanging the data, and rules for sending the data are agreed on. Next 
the data is passed on to the Transport layerwhere the data is broken up into smaller manage-
able pieces called segments, which are given a sequence number. Here the data is also given 
a port address identifying the source and destination applications, protocols, or services the 
data is intended for. Once this is complete, the segment is passed down to the Network layer. 
Here the segment is converted into a packet that is given a source and destination IP address, 
which does not change, so that other devices on the network know how to pass the packet 
on to the next device along the path to its destination. After passing through the Network 
layer, the packet is handed down to the Data Link layer where it becomes a frame. The 
frame is given the source MAC address of the device it is currently on and the destination 
MAC address of the next directly connected device it needs to go to in order to move closer 
to its ultimate destination. Finally the frame is passed down to the Physical layer where it is 
converted to bits and sent down the media being used to transmit the data. When the data 
arrives at its intended destination, the reverse of this process occurs.

The entire process described in this section is called encapsulation, which is when the data 
comes down the protocol stack from the Application layer to the Physical layer. When the 
process is reversed on the other end, it is called de-encapsulation.

■ TCP/IP Model

This section of Lesson 2 describes an alternative networking model called the TCP/IP 
Model that is based on the TCP/IP protocol. This section describes each of the layers and 
what their functions are. Finally, this section describes how the TCP/IP Model correlates to 
the OSI Model.

THE BOTTOM LINE

The OSI Model is not the only networking model out there. There is also a networking 
model called the TCP/IP Model. While the OSI Model was based on an idealized network 
environment and does not match any real protocol suites, the TCP/IP Model is built around 
the TCP/IP protocol suite. The TCP/IP protocol suite is called a protocol suite because it is 
made up of a large number of related protocols that all work together to accomplish the task 
of allowing computers in a network to communicate with each other. Each task that needs 
to be accomplished for any given session is carried out by different protocols in the suite. An 
example of this will be given later in this lesson.

As you can see in Figure 2-7, the TCP/IP Model only contains four layers as opposed to the 
seven layers of the OSI Model. While the names of the top two layers of the TCP/IP Model 
are the same as layer names in the OSI Model, the function of these two layers do not quite 
correspond to the layers of the same name in the other model. We discuss more about that as 
we look at each layer individually.

The TCP/IP Model is 
an important model 
to know because most 
networks now use the 
TCP/IP protocol suite 
for transmitting data. 
As such, the TCP/IP 
Model, which is built 
around the TCP/IP pro-
tocol suite, is important 
to understand.

TAKE NOTE*

Figure 2-7
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Application Layer

The Application layer is the top layer of the TCP/IP Model. Even though it has the same 
name as the top layer of the OSI Model, it functions somewhat differently. The Application 
layer of the OSI Model simply deals with providing the protocols and/or services needed 
by the operating system and application software to communicate with the network. The 
Application layer of the TCP/IP Model does this and much more. In fact, the Application 
layer of the TCP/IP Model encompasses the same functions as the Application, Presentation, 
and Session layers of the OSI Model. This is illustrated in Figure 2-8, which compares the 
OSI and TCP/IP Models side by side.

While some of the 
layers used in the TCP/
IP Model and the OSI 
Model have the same 
name, their function 
is not identical. Layers 
with the same name 
in the two models 
have differences in 
functionalities.

TAKE NOTE*

Figure 2-8
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As you can see in Figure 2-8, the Application layer of the TCP/IP Model occupies the same 
location as the Application, Presentation, and most of the Session layers of the OSI Model.

Transport Layer

If you look at the TCP/IP and OSI models in Figure 2-8, you will notice that the Transport 
layer in both models occupies the same location except that the Transport Layer of the TCP/IP 
Model occupies a small portion of the Session Layer of the OSI Model as well. This is because 
the Transport layer in both models functions essentially the same way. The only difference is 
that the TCP and other similar protocols take on some of the function of the Session layer as 
well. The TCP protocol in particular, along with everything else it does, is used to synchronize 
its source and destination computers to set up the session between the respective computers. In 
the OSI Model synchronizing the source and destination computer and setting up a session are 
part of what the Session Layer does. However in the TCP/IP Model, TCP and related protocols 
do this, even though they are technically Transport Layer protocols.

Internet Layer

As you can see from Figure 2-8, the Internet layer occupies more or less the same area on the 
TCP/IP Model as the Network layer on the OSI Model. That is because this layer performs pret-
ty much the same job. However, you will also notice that the Internet layer extends slightly into 
the Data Link layer of the OSI Model as well. This is because the Internet layer also performs 
many of the functions of the Logical Link Control sublayer of the OSI Model’s Data Link layer.

The primary protocol on the Internet layer of the TCP/IP Model is the Internet Protocol 
(IP). However, IP does not perform all the functions of the Internet layer by itself. IP has the 
help of several related protocols as well. Address Resolution Protocol (ARP) is one of the main 
ones, and it performs much of the LLC sublayer’s job in the area of physical addressing.

CERTIFICATION READY
What are the layers of 
the TCP/IP Model?
1.1

CERTIFICATION READY
How do the layers of the 
TCP/IP Model match up 
to the layers of the OSI 
Model? Which layers are 
the same? Which layers 
are different?
1.1

c02TheOSIModel.indd Page 37  14/02/12  12:20 PM user f-404c02TheOSIModel.indd Page 37  14/02/12  12:20 PM user f-404 user f-404user f-404



38 | Lesson 2

Network Interface Layer

The last layer of the TCP/IP Model is the Network Interface layer. This layer does much of the 
job of the MAC portion of the Data Link and Physical layers of the OSI Model. The TCP/IP 
Protocol does not say anything about what happens on this layer of the TCP/IP Model. Instead, 
TCP/IP protocol suite relies on the standards created by the various standards organizations 
concerning different media and how to encode bits onto them to do the work on this layer. 
Standards such as the standard for Ethernet, the 802.11 Wireless Standards, and various WAN 
media standards make up many of the protocols found on this layer of the TCP/IP Model.

Alternate Layer Names for the TCP/IP Model

While the layer names given earlier are considered the most common layer names for the 
TCP/IP Model, there are alternate names for the TCP/IP Model Layers. The reason for this 
is because the TCP/IP Model is not a formalized model defined in formal standards like the 
OSI Model was. This informality of the TCP/IP Model leads to alternative names for the 
model layers. The CompTIA Network+ objectives recognize two different naming schemes 
for the TCP/IP Model. The first is the one we have used in the previous parts of this section 
and the other is shown in Figure 2-9.

■ How the Layers Work Together

THE BOTTOM LINE 

This section describes how all the network layers work together to allow data to be moved 
across a network.

In order discuss how all the information in this lesson is pulled together, the TCP/IP Model 
will be used. The TCP/IP Model was chosen because there are real protocols with real jobs 
that can be used to illustrate how the layers of the TCP/IP Model work together. Figure 2-10 
serves as a reference for discussing how everything works.

Figure 2-10 contains some of the more important protocols found in the TCP/IP protocol suite 
and their relative position in relation to the TCP/IP Model. Using this diagram, we discuss how 
everything works together. You should note that different protocols located on the Application 
layer of the TCP/IP Model connect to different Transport layer protocols. A big exception 
to this is that the DNS protocol on the Application layer connects to both TCP (Transport 
Control Protocol) and UDP (User Datagram Protocol) protocols on the Transport layer.

For this demonstration, we will use a scenario in which a web server needs to send a web page 
out across the network to a certain computer.

CERTIFICATION READY
What are the alternate 
layer names of the TCP/
IP Model?
1.1

As can be seen in Figure 2-9, all the layers of the alternate TCP/IP Model naming conven-
tion are the same except for the last layer. The last layer of the TCP/IP model can alternatively 
be called the Link Layer. The alternate layers of the TCP/IP Model are Application Layer, 
Transport Layer, Internet Layer, and Link Layer. The actual functions of the Layers of the alter-
nate TCP/IP Model are the same as the functions of the TCP/IP Model as described above.

Figure 2-9

TCP/IP Model and the alternate 
layer names recognized by 
CompTIA Network + objectives

Application Layer

Internet Layer

Transport Layer

Link Layer
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To start sending the web page, the first thing the web server needs to do is take the HTML 
(Hypertext Markup Language) code of the web page and encode it using the HTTP 
(Hypertext Transfer Protocol) to prepare the web page for transfer across the network. Once 
this is done, the encoded data is passed down to the TCP Protocol that sets up the session 
between the source and destination computers. After that, TCP breaks the data up into seg-
ments and gives each segment a sequence number so the segments can be put back together 
in the correct order once they reach their destination. Finally, just before sending the seg-
ments down to IP on the next layer, TCP gives each segment a source port number of 80 
indicating that the data is using HTTP for transfer and the destination port number of the 
service, protocol, or program on the other end that will be receiving the segment.

Once the segment is passed down to IP (Internet Protocol) on the Internet layer, IP assigns the 
segments logical addresses for the source computer and the destination computer. This is to 
ensure that the data eventually is able to find a path to the destination computer. IP also uses 
the ARP (Address Resolution Protocol) to determine the physical address of the next device the 
packet has to go to. This job is usually part of the Data Link layer’s job in the OSI Model, but is 
handled by the Internet layer in the TCP/IP Model. Assuming the destination computer is part 
of the Local Area Network (LAN), IP then passes the new packet to the Ethernet protocol found 
on the Network Interface Layer so that the packet can be encoded to be sent over the LAN.

Once the data reaches the destination computer, the reverse happens. Once the destination 
computer senses an Ethernet frame coming its way with its physical address, it accepts the data 
and passes it up to IP. IP verifies the logical address and passes it up to TCP. TCP puts the seg-
ments in the right order based on their sequence numbers and then sends them to the correct 
protocol, service, or program based on the destination port number. In this case, the destina-
tion port number would be whatever port number had been assigned to incoming HTTP 
datagrams. The HTTP protocol decodes the HTML code and passes it to a web browser so 
that the user of the destination computer can now view the web page on his or her screen.

XREF

More protocols will be 
discussed in Lesson 5 
of this book. We will 
also go into much more 
detail about what each 
protocol does in that 
lesson.

Figure 2-10

TCP/IP Model and its relation 
to protocols of the TCP/IP suite

Application
Layer SMTP FTP HTTP DNS TFTP RIP SNMP

Transport
Layer TCP UDP

Internet
Layer

IP

Network Interface
Layer

ARP RARP

IGMP ICMP

Ethernet ATMFrame
Relay

802.11
Wireless LAN

IN THIS LESSON YOU LEARNED:

• What the OSI Model is.
• What the Physical layer of the OSI Model does.
• What the Data Link layer of the OSI Model does.
• What the two sublayers of the Data Link layer were and what they do.
• What the function of the Network layer of the OSI Model is.

S K I L L  S U M M A R Y

(Continued )
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• What the function of the Transport layer of the OSI Model is.
• What the function of the Session layer of the OSI Model is.
• What the function of the Presentation layer of the OSI Model is.
• What the function of the Application layer of the OSI Model is.
• How data moves up and down the OSI Model.
• How headers function in the OSI Model.
• What the TCP/IP Model is.
• How the TCP/IP Model compares to the OSI Model.
• An alternate naming scheme for the layers of the TCP/IP Model.
• What some common protocols are at the various layers of the TCP/IP Model are.
•  How data moves up and down the TCP/IP Model and how this relates to the protocols used.

■ Knowledge Assessment

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The primary function of the Physical layer is to _____________________.

 2. The two sublayers of the Data Link layer are _________________, and 
_______________.

 3. The primary job of the Network layer is to _________________________.

 4. Two of the main jobs of the Transport layer are _______________, and 
______________.

 5. The three main functions of the Presentation layer of the OSI Model are 
_____________, ______________, and _______________.

 6. The process of moving data from one layer of the OSI Model to the next layer is called 
____________________.

 7. The Application layer of the TCP/IP Model corresponds to the ___________________
____________________ layer(s) of the OSI Model.

 8. A good mnemonic for remembering the layers of the OSI Model from top to bottom is 
A____, P_____, S____, T__, N____, D____, P_____.

 9. The two most important protocols on the Transport layer of the TCP/IP Model are 
_____________ and _____________.

 10. The most important protocol on the Internet layer of the TCP/IP Model is ___________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. Which layer of the OSI Model contains all the services or protocols that are needed by 
application software or the operating system to communicate on the network?
a. Presentation
b. Session
c. Data Link
d. Application
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 2. Which layer of the OSI Model is responsible for segmenting data and sequencing it for 
the rest of the OSI Model?
a. Transport
b. Physical
c. Network
d. Presentation

 3. Which layer of the OSI Model is concerned with reliably getting data from one com-
puter to another?
a. Presentation
b. Session
c. Transport
d. Application

 4. A ___________________ is a unique address inside the computer that is associated 
with a specific protocol, service, or application.
a. Logical address
b. Port address
c. Physical address
d. Socket

 5. _______________ are used for end-to-end communications on a network.
a. Logical addresses
b. Port addresses
c. Physical addresses
d. Sockets

 6. ________________ are used for node-to-node communications on a network.
a. Logical addresses
b. Port addresses
c. Physical addresses
d. Sockets

 7. The encapsulation unit on the Presentation layer of the OSI Model is 
__________________.
a. Packet
b. Segment
c. Frame
d. Data

 8. The encapsulation unit on the Transport layer of the OSI Model is ________________.
a. Packet
b. Segment
c. Frame
d. Data

 9. The encapsulation unit on the Network layer of the OSI Model is _________________.
a. Packet
b. Segment
c. Frame
d. Data

 10. The encapsulation unit on the Data Link layer of the OSI Model is _______________.
a. Packet
b. Segment
c. Frame
d. Data
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Lab Exercises
■ Lab 1

How TCP/IP Protocols Work through the TCP/IP Model

The purpose of this lab is to familiarize the students with the TCP/IP Model and some of the 
protocols that are used in it.

This lab is important to the student because it takes the student through a thought experiment 
about how data would pass thorough the TCP/IP Model down from the computer and up 
through the destination computer. By doing this thought experiment the student will come to 
better understand how different protocols work together to accomplish a specific task.

MATERIALS
• Notepad

• Pencil

• Textbook

DO THE LAB

Follow Protocols Through the Layers of the TCP/IP Model

 1. Read though the section of this lesson titled “How the Layers Work Together.”

 2. Carefully study Figure 2-11.

 3. On a piece of paper, list the layers of the TCP/IP Model and then the protocols that the 
discussion you read says are used on each layer to move the data from one location on 
the network to another. The following is what your answer should look like:

• Application Layer: HTTP
• Transport Layer: TCP
• Internet Layer: IP
• Network Interface Layer: Ethernet

Figure 2-11

The TCP/IP Model and how 
it relates to some of the 
protocols that make up the 
TCP/IP Suite

Application
Layer SMTP FTP HTTP DNS TFTP RIP SNMP

Transport
Layer TCP UDP

Internet
Layer

IP

Network Interface
Layer

ARP RARP

IGMP ICMP

Ethernet ATMFrame
Relay

802.11
Wireless LAN
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 4. List the protocols as they correspond to the TCP/IP Model that you think would be 
used to send e-mail across the network. (Hint: You should start with the Application 
layer protocol SMTP.)

 5. List the protocols as they correspond to the TCP/IP Model that you think would be 
used to send a file across the network using TFTP.

■ Lab 2

Using the IPCONFIG Command

The purpose of this lab is to help students learn how to determine what their IP and physical 
addresses are when working on a computer.

This lab is important to the student because it familiarizes the student with the commands 
and procedures they will need to master in order to determine the logical and physical 
addresses of any computer they are using.

MATERIALS
• Notepad

• Pencil

• Computer running Windows 7 Professional

DO THE LAB

This lab uses Windows 
7. If you are using 
Windows Vista or 
Windows XP, you will 
need to make some slight 
variations to the lab.

TAKE NOTE*

The IPCONFIG Command

 1. Click the Start button at the bottom left of your Windows 7 Desktop Display in order 
to bring up the Windows 7 start menu (Figure 2-12).

Figure 2-12

Windows 7 Start Menu

c02TheOSIModel.indd Page 43  24/02/12  11:30 AM user f-404c02TheOSIModel.indd Page 43  24/02/12  11:30 AM user f-404 user f-404user f-404



44 | Lesson 2

 2. Type CMD into the Search Programs and Files box at the bottom of the Start Menu and 
press Enter.

 3. The Command Line Interface (CLI) Window will come up (as shown in Figure 2-13). 
The CLI is a window where you can enter commands into the computer in the form 
of text. This type of interface was how a person interacted with DOS. It is also how a 
person is able to currently interact with Linux if they choose not to use one of several 
graphical interfaces available for use with Linux.

Figure 2-13

Command Line Interface 
Window

 4. Once you have opened the Command Line Interface (CLI), type in the command 
ipconfig. When the ipconfig command is entered, the CLI changes to something simi-
lar to Figure 2-14. You should note that the information that appears when you enter 
“ipconfig” will differ from the information displayed here.

 5. Write out on a piece of paper the name of the network adapter that appears in your CLI:

• Write down the IPv6 address:
• Write down the IPv4 address:
• Write down the Subnet Mask:
• Write down the Default Gateway:

 6. Type the command ipconfig ? exactly as shown here. Be sure to include a space between 
the last letter of the command and the question mark. When you do this, the CLI 
reports back the correct syntax of the ipconfig command as well as a list of options that 
can be used with this command.

• List 6 available options:

The screenshot in 
Figure 2-14 lists two 
network adapters on 
it. This is because the 
computer the screenshot 
was taken on contains 
both a wireless and a 
wired network card. It is 
unlikely that your screen 
will show two adapters.

TAKE NOTE*
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 7. Next type ipconfig /all just as shown here, in the CLI. What additional information is 
presented that was not there when just “ipconfig” was entered?

•  List at least 6 additional pieces of information that you now have available to you 
for your network adapter card.

• What is the physical address of your network adapter? List it here.

•  Why is it important to know what your physical address is? Write out your answer 
here.

 8. Close the CLI by clicking the X in the box with the red background in the top right 
corner of the CLI window.

Figure 2-14

Command Line Interface 
Window after entering the 
“ipconfig” command
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LESSON Media3

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Copper Cabling and Categorize standard media types 3.1
Its Properties and associated properties.
 • Copper
 • UTP
 • STP
 • CAT3 
 • CAT5 
 • CAT5e 
 • CAT6 
 • CAT6a 
 • Coaxial 
 • Crossover 
 • T1 Crossover 
 • Straight-through 
 • Plenum vs. non-plenum 
 • Distance limitations and speed limitations 
 • Broadband over powerline 
 Categorize standard connector types  3.2
 based on network media. 
 • Copper
 • RJ-45
 • RJ-11 
 • BNC 
 • F-connector 
 • DB-9 (RS-232) 
  Given a scenario, troubleshoot  3.6

common physical connectivity 
problems.
Cable problems:

 • EMI/Interference

Fiber-Optic Cabling  Categorize standard media types  3.1
and associated properties.

 • Fiber
 • Multimode
 • Singlemode
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  Categorize standard connector types  3.2
based on network media. 

 • Fiber
 • ST
 • SC
 • LC
 • MTRJ

Installing Wiring Categorize standard connector types  3.2
Distributions based on network media. 
 • Copper
 • Patch panel
 • 110 block (T568A, T568B) 
  Identify components of wiring  3.8

distribution. 
 • IDF
 • MDF
 • Demarc
 • Demarc extension
 • Smart jack

Wireless Media Given a scenario, install and  2.2
 configure a wireless network.
 • Wireless standards
  Compare and contrast different  3.3

wireless standards. 
 • 802.11 a/b/g/n standards 
 • Distance
 • Speed
 • Latency
 • Frequency
 • Channels
 • MIMO
 • Channel bonding

Tying it All Together

K E Y  T E R M S

100-pair cable

110 block

25-pair cable

66 block

attenuation

bandwidth

baseband cable

BNC connector

broadband cable

Broadband over Power Line (BPL)

coaxial cable

cross-connect

crossover cable

crosstalk

demarc

demarc extension

Electromagnetic Interference (EMI)

F-connector

feeder cable

full-duplex

half-duplex

hardware loopback

intermediate distribution frame (IDF)

latched

latency

light emitting diodes (LEDs)

local connector (LC)

main distribution frame (MDF)

mechanical transfer registered jack 
 (MT-RJ or MTRJ)
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Bill works at a company called Computer Consultants, LLC. Bill’s company has been contracted 

by Heralding Public Relations, Inc. to build a data network for their main office. Bill’s job is to 

determine what the communications media needs for the new network will be. The information 

in this lesson will cover what Bill will need to know to accomplish his assigned task.

■ Copper Cabling and Its Properties

THE BOTTOM LINE 

This section of Lesson 3 deals the different types of copper cables that have been used 
in the past and are used today for network communications. The topics we cover are 
unshielded twisted-pair cables and their connectors as well as different types of cables 
created from unshielded twisted-pair wires. Shielded twisted-pair and coaxial cables along 
with their relevant types and connectors are also discussed.

There are a number of types of media used in networking today. These types range from wire-
less communications methods using radio frequencies and microwave signals to fiber-optic 
cables and copper wires. This section of Lesson 3 deals with the different types of copper wir-
ing currently used in data networks as well as some types of copper cables that were common 
in the past but not used so much today.

How Cable Is Denoted

When copper cable is being discussed, more often than not, it is being discussed in the con-
text of LAN technologies because copper is not often used in WAN applications today. Fiber 
optic or some other form of wireless communications are generally used to make WAN con-
nections today. When discussing LAN cabling, Ethernet is the most commonly used.

Ethernet cable types are described using a code that follows this format: N<Signaling>–X. 
The N refers to the signaling rate in megabits per second, <Signaling> stands for the signaling 
type—either baseband or broadband, and the X is a unique identifier for a specific Ethernet 
cabling scheme.

100Base-X is a common example of this code. The 100 in this example tells you that the 
transmission speed is 100Mb, or 100 megabits. The X value can mean several different things 
depending on the type of cable being used. If the cable is twisted pair, the X is replaced by a 
T. In this example, the cable would be denoted as 100Base-T. This is the standard for running 
100-Megabit Ethernet over two pairs (four wires) of Category 5, 5e, or 6 UTP. In the same 

multimode fiber (MMF)

multiple-input/multiple-output 
 (MIMO)

Network Interface Device (NID)

noise

patch cable

patch panel

plenum

plenum-rated cable

Public Switched Telephone
 Network (PSTN)

Radio Frequency Interference (RFI)

Recommended Standard 232 
 (RS-232)

registered jack (RJ)

rollover cable

serial

shielded twisted pair (STP)

simplex

single-mode fiber (SMF)

small form factor (SFF) connector

smart jack

square connector (SC)

straight-through cable

straight tip (ST) connector

subscriber connector (SC)

T1 crossover cable

Thin Ethernet (Thinnet)

throughput

Universal Serial Bus (USB)

unshielded twisted pair (UTP)
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manner 1000Base-T would be how you would denote running 1 gigabit per second of cable 
across a twisted-pair cable. This is sometimes called Gigabit Ethernet and uses Category 6 or 
higher cable. You should note that some forms of fiber optic also use this scheme to describe 
them, but with different values in place of the X.

Unshielded Twisted Pair

Twisted-pair cables consist of multiple individually insulated wires that are twisted together 
in pairs. Sometimes a metallic foil-like shield is placed around them; when this is done it 
is called shielded twisted pair (STP). Twisted-pair cable without outer shielding is called 
unshielded twisted pair (UTP). Unshielded twisted-pair cable is used in all types of twisted-
pair Ethernet networks.

Many people wonder why the cable is called “twisted” pair. The reason has to do with the 
fact that when electromagnetic signals are conducted on copper wires in close proximity, the 
signals begin to interfere with each other. This interference is called crosstalk. You can mini-
mize crosstalk by twisting two wires together as a pair. Twisting the wires together can also 
minimize other types of interference as well. Twisted-pair cables are rated on the number of 
twist per meter and how many pairs are in the cable. Ratings in twisted-pair cables are called 
category. There are currently 10 categories of twisted-pair cables defined. More is discussed 
about this later in this Lesson.

There are several reasons why unshielded twisted-pair wire is preferred in modern Ethernet 
network configurations:

• It is cheaper than other types of cabling.
• It is easy to work with.
• It allows transmission rates that were impossible 10 years ago.

RJ CONNECTORS
Unshielded twisted-pair (UTP) wiring has unique specifications for its connectors. To fit a con-
nector to UTP wiring, it is necessary to use a registered jack (RJ) connector. This connector is 
very familiar to most people because one version of this connector is used on most telephone 
lines to connect them to a wall jack.

There are three main types of RJ connectors:

• RJ-11: This connector is used to connect a phone to a phone jack. This connector is used 
with UTP cable similar to Category 1 cable and uses two pairs (four wires). RJ-11 connec-
tors are not used for local area networks (LANs), however, aside from POTS (Plain Old 
Telephone Service). RJ-11 connectors are used for home Digital Subscriber Line (DSL) 
connections.

• RJ-22: This connector is used for handsets of older style telephones. In these phones, 
the extension wire that runs between the handset and the base of the phone generally 
used RJ-22 connectors. These connectors are not used in network communications and 
are not really of any concern for this book.

• RJ-45: This connector, which is used in Ethernet data networks, uses four pairs of wires 
(eight wires). Figure 3-1 shows a couple of RJ-45 connectors. RJ-45 is usually associated 
with Category 3 or higher UTP wires.

These connectors are attached to the cable with a device called a RJ connector crimper. This 
crimper is different from the crimper used with BNC connectors because the connectors are 
shaped differently and the crimper has to be built accordingly. Because of the different shapes 
of the connectors, the die that holds the connector is a different shape. Higher-quality 
crimping tools have interchangeable dies for both types of cables; however, it is often more 
cost effective to purchase separate crimping tools for each type of connector.

CERTIFICATION READY
What are RJ connectors? 
What types of RJ 
connectors are available? 
What applications 
are the different RJ 
connectors used in?
3.2

CERTIFICATION READY
What is UTP cabling? 
What is UTP used for?
3.1
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CERTIFICATION READY
What is category 
cabling? Where is 
category cabling used? 
What variations exist in 
category cabling?
3.1

Figure 3-2

Standard category cabling jack

All the defined categories of twisted-pair cables include CAT 1, CAT 2, CAT 3, CAT 4, 
CAT 5, CAT 5e, CAT 6, CAT 6a, CAT 7, and CAT 7a. Here is a discussion of seven of the 
defined categories:

• CAT 1: Consists of two twisted wire pairs (four wires). It is the oldest type and is only voice 
grade, meaning that it is not rated for data communication. People refer to it as plain old 
telephone service (POTS). Before 1983, this was the standard cable used throughout the 
North American telephone system. POTS cable still exists in parts of the Public Switched 
Telephone Network (PSTN) and supports signals limited to the 1MHz frequency range.

• CAT 2: Consists of four twisted wire pairs (eight wires). CAT 2 handles up to 4 mbps, 
with a frequency limitation of 10 MHz, and is now obsolete.

• CAT 3: Consists of four twisted wire pairs (eight wires) with three twists per foot. CAT 
3 can handle transmissions up to 16 MHz. It was popular in the mid-1980s for up to 
10 mbps Ethernet. Today, however, it is limited to telecommunication equipment and is 
obsolete for data networks.

CATEGORY CABLING
The number of twists and the direction the twists are turning in a given meter of wire can 
vary according to how much and what types of interference the twisted-pair wires are trying 
to minimize. To show this, twisted-pair wire is rated using “categories.” The categories 
are known by the abbreviation CAT followed by a number. The most common grades of 
“category” twisted-pair wires currently used in LANs are CAT 5, CAT 5e, and CAT 6. These 
three category cables as well as several others are discussed next.

Category cabling also has standardized jacks that are used to connect it to wall jacks. Figure 3-2 
shows a standard category cabling jack.

Figure 3-1

RJ-45 connectors
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Figure 3-3

Unshielded twisted-pair CAT 
6 cable

TAKE NOTE*

If your goal is to have data rates faster than 100 mbps over UTP, ensure that all your com-
ponents are rated to deliver this data rate and be careful when handling all components. 
If CAT 5e wire is pulled on hard during installation, it will stretch the number of twists 
inside the jacket, rendering the CAT 5e label on the outside of the cable invalid. Also, be 
certain to connect and test all four pairs of wire. Today’s wiring usually only uses two pairs 
(four wires); the standard for Gigabit Ethernet over UTP requires that all four pairs (eight 
wires) be in good condition. In order to allow for upgrading to Gigabit Ethernet in the 
future it is important to keep this in mind.

Also be aware that a true CAT 5e cabling system uses rated components from end to end, 
patch cables from workstation to wall panel, cable from wall panel to patch panel, and 
patch cables from patch panel to switch. If any components are missing, or if the lengths 
do not match the CAT 5e specification, you will not have a CAT 5e cabling installation. 
You should also make an effort to certify that the entire installation is CAT 5e compliant. 
Certifying that your entire wiring installation is true CAT 5e can be expensive due to the 
special equipment needed to accomplish this.

• CAT 4: Consists of four twisted wire pairs (eight wires) and is rated for 20 MHz. CAT 4 
wire was never very popular and is now obsolete.

• CAT 5: Consists of four twisted wire pairs (eight wires) and is rated for 100 MHz. CAT 
5 was very popular until the appearance of CAT 5e wire, which is now preferred because 
it is the same price as CAT 5 wire but with better capabilities. CAT 5 wires can carry 
100 mbps worth of data in 100 meters.

• CAT 5e: Consists of four twisted wire pairs (eight wires) and is rated for 100 MHz. 
CAT 5e is enhanced because it is capable of handling the interference that comes from 
being able to transmit on all four pairs of wires at the same time instead of just the 
two pairs that CAT 5 and previous CAT cables used. This feature is needed for Gigabit 
Ethernet but is more commonly used to run Voice over IP (VoIP) and data on the same 
cable. In this situation, VoIP is run on two pairs, and data is run on the other two 
pairs. Categories below 5e really should not be used in today’s network environments.

• CAT 6: Consists of four twisted wire pairs (eight wires) and is rated for 250 MHz. 
CAT 6 became a standard back in June 2002. In many applications, CAT 6 wiring is 
replacing older category standards and is the preferred standard for Gigabit Ethernet. 
These cables are also used as riser cable to connect floors together. When installing a 
network in a new building, CAT 6 wiring is the best option because it provides room 
to upgrade the network in the future as capabilities improve. Figure 3-3 shows a basic 
CAT 6 cable with four wire pairs twisted to reduce crosstalk.
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TIA/EIA 568 STANDARDS
Inside a network cable, there are four pairs of wires twisted together to prevent crosstalk, 
EMI, and tapping. The same pins have to be used on the same colors throughout a network 
to receive and transmit. To ensure that all cables use the same color wires, two wiring stan-
dards have been agreed to by over 60 vendors including AT&T, 3Com, and Cisco. The two 
standards that have been agreed to are the TIA/EIA 568A and 568B. This means that some 
jacks will use one of these standards while others will use the other standard. This does cause 
some confusion, but looking at the jacks in any given network will help you know which one 
is in use. The difference in the two standards is the position of four wires on one side of the 
cable. There are eight wires in each UTP cable, however, pins 4, 5, 7, and 8 are not used in 
either standard and are simply there to help shield the wires that are used. The reason for the 
two different standards is something called a crossover cable.

Pins 1, 2, 3, and 6 are the pins used when creating data cables for Ethernet networks. If these 
pins are arranged so that green-white, green, orange-white, and orange wires go to pins 1, 2, 
3, and 6, respectively, on both sides of the cable, then the TIA/EIA 568A standard is being 
used. If however, these pins are arranged so that orange-white, orange, white-green, and green 
wires go to pins 1, 2, 3, and 6, respectively on both sides of the cable, then the TIA/EIA 
568B standard is being used. Wires arranged in either of these configurations create a regular 
patch cable. If TIA/EIA 568A is used on one end of a cable and TIA/EIA 568B is used on 
the other end, then a crossover cable is created. These two types of cables as well as two other 
types are discussed in more detail next.

TYPES OF COMMONLY USED CABLES
Ethernet cabling is an important topic to understand, especially if you are planning to work 
on any type of LAN network. There are different types of wiring standards available:

• Straight-through cable (568A)

• Crossover cable (568B)

• Rolled cable (rollover)

• Hardware loopback

In this section, we discuss each one of these types of cable. This section ends with some 
examples.

Straight-through cable
The straight-through cable is used to connect a host to a switch or hub, or a router to a 
switch or hub. An easy way to recall this is to remember that straight-through cables are used 
to connect devices with dissimilar functions while crossover cables are used to connect devices 
with similar functions.

Four wires are used in a straight-through cable to connect Ethernet devices. Even though all 4 
pairs, 8 wires, are used to create the cable, only 2 pairs or 4 wires, are used to carry data. The 
four wires used to carry data are 1, 2, 3, and 6. Wires 3 and 6 are split by the blue wires in 
order to cut down on interference within the cable. Figure 3-4 depicts the layout of the wires 
used to create a straight-through cable. Figure 3-4 uses the EIA/TIA 568B standard to make a 
straight-through cable. This means that orange-white wire goes to pin 1, the orange wire goes 
to pin 2, the green-white wire goes to pin 3, and the green wire goes to pin 6. This standard 
was chosen because it is the one that AT&T uses.

Notice that each pin is connected directly to the pin of the same number on the other 
side of the connection. If the pins are not connected directly to each other in this manner, 
the cable will not work. This cable configuration is only for a 10/100 Ethernet cable. This 
configuration will not work for 1000 mbps Ethernet, voice, Token Ring, ISDN, or anything 
else that is not 10/100 Ethernet.

CERTIFICATION READY
What are the main 
types of patch cables? 
What applications is 
each type of patch cable 
used in?
3.1
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Crossover cable
The same four wires that are used in a straight-through cable are also used in a crossover cable, 
just with the wires arranged differently. Crossover cables can be used to connect these devices:

• Switch to switch
• Hub to hub
• Host to host
• Hub to switch
• Router direct to host

Figure 3-5, which demonstrates how each of the eight wires are arranged in a crossover 
Ethernet cable

Figure 3-4

Straight-through Ethernet cable 
pin out

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Figure 3-5

Crossover Ethernet cable pin 
out

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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When looking at Figure 3-5 notice that instead of connecting pin 1 to 1, 2 to 2, and so on, 
the connections are pins 1 to 3, and 2 to 6 and so on, on each side of the cable. A crossover 
cable is typically used to connect two switches together, but it can also be used to test com-
munications between two workstations directly, bypassing the switch. An easy way to remem-
ber when to use straight-through and crossover cables is to remember that straight-through 
cables are used to connect dissimilar function devices and crossover cables are used to connect 
similar function devices.

A crossover cable is used only in Ethernet UTP installations. It is important to remember 
however that it is possible to connect two workstation NICs or a workstation and a server 
NIC directly with it.

It is a good idea to always have a crossover cable in your tool bag along with a laptop com-
puter. This can be useful when you need to ensure that a server’s NIC is functioning correctly. 
In this situation, you can test this by simply connecting the laptop directly to the server’s 
NIC using the crossover cable. It should be easy to log in to the server if both NICs are con-
figured correctly.

T1 crossover cable
A T1 crossover cable is a specialized crossover cable used in T1 applications. T1 cabling 
is normally a type of wiring that is commonly used in WAN networks. However, in this 
case, a T1 crossover cable is a cable that is used in a local switch room to connect multiple 
devices that are used to setup T1 connections. In other words, if you had two devices that 
had T1 connections coming into them, but you needed to pass the signal from one of these 
devices to the other, you could use a T1 crossover cable. This is similar to how you could 
use a standard crossover cable to connect two LAN devices of similar function with RJ-45 
ports to each other. Two computers or two switches are examples of LAN devices with 
similar functions. 

Another example of a situation where a T1 crossover cable may be used is when two PBXs 
need to be connected together. PBXs are special switching systems that are used to control 
multiple phones in a conventional office phone system. In a conventional phone system, one 
phone line comes into a company and that phone line is then broken up into multiple phone 
lines within the premises so that more than one person working at a given location can have a 
phone. The device that used to break this single incoming line into multiple lines within the 
premises is called a PBX switch. It should be noted that this type of phone systems is quickly 
falling out of use in favor of phone systems that share the same cabling infrastructure as the 
data network. 

As can be seen in Figure 3-6, a T1 crossover cable has the same pin out as a straight-through 
cable except that pins 1-2 are crossed with pins 4-5. It should be noted that an Ethernet 
crossover cable like the one described in a previous section of this Lesson cannot be used in 
place of a T1 crossover cable or vice-versa. Figure 3-6 illustrates what a T1 crossover cable pin 
out would look like.

Rollover cable
Rollover cables are not used to hook Ethernet connections together. However, they are 
used to connect a host to a router’s console port. A router’s console port is used by a WAN 
Engineer to program or configure a router. Switches have a similar port that is used for the 
same purpose.

To configure a router or a switch, a rollover cable is used to connect the PC’s Serial 
(COM) Port to the console port on the device being programmed. HyperTerminal 
or a similar program is then used to log in to the router or switch and then configured. 
All eight wires are used in rollover cables to connect to serial devices, although not all 

CERTIFICATION READY
What is the difference 
between crossover cables 
and straight-through 
cables? How are they 
used differently?
3.1

CERTIFICATION READY
What is the difference 
between an Ethernet 
crossover cable and a T1 
crossover cable?
3.1
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eight are used to send information (just as in Ethernet networking). Rollover cables 
are also sometimes called null modem cables. Figure 3-7 shows the eight wires used in 
a rolled cable.

Figure 3-7

Rollover Ethernet patch cable 
pin out

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8Figure 3-6

T1 crossover cable pin out

Hardware loopback
While a hardware loopback is not a wiring standard, it is still an important topic to discuss. 
A hardware loopback is a way to redirect data flow. Sometimes it is necessary to make a 
computer to think it has a live connection to a network when such a connection in reality 
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does not exist. One reason to do this is to test a computer or because you need a “live” net-
work connection to install a piece of software. In these cases, the loopback can be used to 
trick the PC into seeing its own output as input. A device that allows you to do this is some-
thing called a loopback plug. A loopback plug works similarly to a crossover cable except 
that the transmit pins are connected directly to the receive pins, as shown in Figure 3-8. 
Such a device is often used by the NIC’s software diagnostics software to test transmission 
and reception capabilities.

Figure 3-8

Hardware loopback and its 
connections

1 2 3 4 5 6 7 8

Usually, the hardware loopback is no bigger than a single RJ-45 connector with a few 
small wires on the back. If a NIC has hardware diagnostic software that can use the loop-
back, the hardware loopback plug will be included with the NIC. To use it, simply plug 
the loopback into the RJ-45 connector on the back of the NIC, and start the diagnostic 
software. Select the option in your NIC’s diagnostic software that requires the loopback, 
and start the diagnostic routine. These diagnostics will determine if the NIC can send and 
receive data.

Shielded Twisted Pair

Shielded twisted-pair (STP) cabling is a different form of copper twisted-pair wiring. In 
UTP wiring, the wires themselves are used to provide shielding against various forms of EMI 
by twisting them in various directions. STP wiring works the same way, but adds additional 
shielding to the cable. As you can see in Figure 3-9, STP cable looks just like UTP cable, 
except that STP cable adds extra shielding around the wires in the cable.

Shielded twisted-pair cables are actually not used very often these days. However, back when 
IBM Token Ring networks were more common than they are currently, many of them used 
STP cables. It is not very likely that you will see a network using STP today.
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Figure 3-9

Shielded twisted-pair cable 
showing its shielding

Coaxial

Coaxial cable, referred to as coax, contains a center conductor made of copper that is sur-
rounded by a plastic jacket. The plastic jacket then has a braided shield over it. A plastic 
such as PVC or Teflon covers this metal shield. The Teflon-type covering is frequently 
referred to as a plenum-rated coating. This coating is expensive; however, it is often man-
dated by local or municipal fire code when cable is hidden in walls and ceilings. Many 
municipalities require these coatings because if plenum-rated cable is used in a build-
ing that catches fire, it will not release toxic gases. Non-plenum-rated cables do release 
toxic gases when they are burned. Plenum rating applies to all types of cabling, including 
UTP and STP cables, and is an approved replacement for all other compositions of cable 
sheathing and insulation. There is more about plenum and non-plenum cabling later in 
this lesson.

Table 3-1 lists some specifications for the different types of coaxial cables. You should note, 
however, that we tend to use only RG-59 and RG-6 in modern day situations.

CERTIFICATION READY
What are STP cables? 
How do they differ from 
UTP cables?
3.1

CERTIFICATION READY
What is coaxial cable? 
What applications was it 
used in during the past? 
Where are you most 
likely to find coaxial cable 
today? What are the two 
most commonly used 
types of coaxial cable?
3.1

It is no longer necessary 
to know much about 
most coax cable types 
used in data networks. 
The primary place that 
coaxial is used today is in 
cable TV and broadband 
Internet access from 
the cable TV providers. 
The cable used for 
cable TV is known as 
75 ohm cable. RG-6 or 
cable TV coax is used 
in the broadband home 
Internet access market. 
Use of coaxial cables of 
any sort for Ethernet-
based networks is pretty 
much a thing of the past.

TAKE NOTE*

Table 3-1

Coaxial Cable Specifications

RG-58 U N/A None Solid copper

RG-58 A/U Thinnet 10Base-2 Stranded copper

RG-8 Thicknet 10Base-5 Solid copper

RG-59 Cable television N/A Solid copper
  Low cost, short distance

RG-6 Cable television, N/A Solid copper
  cable modems

  Longer distances than
  RG-59; some power
  implementations

RG-62 ARCnet (obsolete) N/A Solid/stranded copper

  ETHERNET  
RG RATING POPULAR NAME IMPLEMENTATION TYPE OF CABLE
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Thin Ethernet or Thinnet, also referred to as 10Base-2, is a thin coaxial cable. It is basically the 
same as thick coaxial cable except it is only about one-quarter inch in diameter. Thin Ethernet coax-
ial cable is Radio Grade 58 or just RG-58. Figure 3-10 shows an example of Thin Ethernet cable.An advantage of 

using coax cable is the 
braided shielding that 
provides resistance to 
electronic disruptions 
like electromagnetic 
interference (EMI), 
radio frequency 
interference (RFI), 
and other types of stray 
electronic signals that 
can make their way onto 
a network cable and 
cause communications 
problems.

TAKE NOTE*

Figure 3-10

A diagram of a stripped-back Thinnet cable

Central
Copper Core

Outer Protective
Jacket

Inner Insulation
Layer

Copper
Mesh Shielding

The 10Base-2 designation indicates that Thinnet cables are able to carry 10 mbps data rates 
for up to 200 meters. In reality, Thinnet cables are only rated to carry data 185 meters, but the 
people who put the standard together decided to just leave it at 10Base-2 instead of 10Base-185. 
The “Base” part of the standard designation indicates that the cable is a baseband cable and can 
only carry one signal at a time. If the standard was able to carry multiple signals simultaneously 
then it would be a broadband cable and the term “broad” would be used in place of “base.”

BNC CONNECTORS
When using Thinnet cable, something called a BNC connector must be used to attach stations 
to the network. Figure 3-11 shows a BNC connector. BNC connectors can be attached using a 
specialized crimper that looks somewhat similar to a pair of pliers. This crimper has a special die 
that allows it to crimp the connector. A simple squeeze of the crimper causes the BNC connec-
tor to be crimped to the cable. A screw-on BNC connector is also available; however the screw-
on type BNC connectors tend to come off the cable more easily than the crimped-on type.

Figure 3-11

Male and female BNC 
connectors

F-CONNECTOR
F-connectors are another type of coaxial cable connector. F-connectors are most commonly 
used in broadband and home video applications. If you have cable television and/or Internet 
in your home, the type of coaxial cables used to connect your TV to your cable input uses 
the F-connector. There is also a variation on the F-connector that is able to simply push over 
the treads of a device that requires an F-connector. Some of the older style VCRs came with 
this type of F-connector. Figure 3-12 shows a typical F-connector that you may use in your 
home to connect up cable television. 

CERTIFICATION READY
In what application 
are F-connectors most 
commonly used?
3.2
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Figure 3-12

A male F-connector for a 
coaxial cable

RG-59
This type of coaxial cable is used for low-power video and audio transmission. Typically this is 
the cable that is provided with DVD players and such to allow them to connect to a TV. This 
cable can also be used for data runs that are longer than the 100 meters, which are longer 
data runs than UTP is capable of. UTP is limited to 100-meter data runs. However, RG-59 is 
not often used in this capacity. This cable was also used in older cable TV installations. That 
role however has been taken up with RG-6 coaxial cable in recent years.

RG-6
The RG portion of the RG-6 and RG-59 stands for Radio Guide, which is an old and now 
obsolete military standard. However, even though RG cables are not often used in military 
applications anymore, RG-6 is still widely used in civilian applications. The largest civilian 
application of RG-6 cable is in the cable TV industry. RG-6 is used to run cable signals inside 
the house to the television as well as from the external drop point into the house. RG-6 coax-
ial cable is also used in fast broadband Internet connections from various cable companies. 
Figure 3-13 shows a photo of a stripped back RG-6 coaxial cable.

Figure 3-13

Stripped-back RG-6 coaxial 
cable

Broadband over Power Line

Broadband over Power Line (BPL) is a new technology that is emerging. While this tech-
nology may not help a great deal in areas where high-speed Internet is already available, rural 
areas and 3rd world areas could benefit a great deal from this technology. The idea behind 
BPL is that the standard power grid and power cables are used to not only carry electricity 
but also data. This technology uses the same cabling as the power in a house uses, so no new 
or different cabling is necessary. If BPL is available in an area, then data devices that can take 
advantage of BPL simply need to be plugged into an AC power wall outlet to get on a net-
work. The IEEE 1901 standard describes BPL. It should be pointed out however that BPL 
is not actually available in the US and is mostly a technology that may see use in more 3rd 
world settings where there is not already an Internet access infrastructure in place.

CERTIFICATION READY
What is Broadband over 
Power Lines (BPL)? What 
is a situation where BPL  
may be especially useful?
3.1
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Serial

All the cable flavors discussed so far are considered serial cable types. In network 
communications, serial means that one bit after another is sent out onto the wire or fiber and 
interpreted by a network card or other type of interface on the other end. Each 1 or 0 is read 
separately and then combined with others to form data.

An alternative to sending data out on a cable in serial is to send out the data in parallel. In 
parallel communication, bits are sent in groups along multiple wires simultaneously and have 
to be read together to make sense of the message they represent. A good example of a parallel 
cable is an old-style printer cable, which is currently in the process of being replaced by the 
newer Universal Serial Bus (USB) cables. USB cables will be discussed later in this lesson.

RECOMMENDED STANDARD 232 (RS-232)
Recommended Standard 232 (RS-232) is the cable standard used for serial data cables con-
necting data-terminal and data-communications equipment. A familiar example of this would 
be using a computer’s serial port to connect to an external modem. Today, serial connectors 
on many computers have been replaced with USB or FireWire. Most laptops do not even 
have RS-232 serial ports built into them anymore.

UNIVERSAL SERIAL BUS (USB)
Universal Serial Bus (USB) is now the default built-in serial bus for most motherboards. 
While most computer manufactures include 4 to 8 and occasionally more USB ports on 
their computers, USB can actually support up to 127 external devices. Along with the ability 
to theoretically support so many devices at once, USB is also a much more flexible peripher-
al bus than either serial or parallel. A much larger number of devices are designed to use the 
USB interface than ever existed for serial or parallel interfaces. USB can be used to connect 
printers, scanners, and a host of other input devices like keyboards, joysticks, and mice.

USB peripherals can be connected to a computer in two ways. One way is to directly connect 
a USB peripheral to a USB port on the PC. A second way is to connect them to a USB hub 
that is then connected to a USB port on the PC.

Hubs can be chained together to provide multiple USB connections. While the USB 
specifications allow for connecting up to 127 USB devices, it really is not practical to do so. 
The reason this is not practical is because all USB devices connecting to a computer share the 
same resources. The more USB devices sharing the same resources, the slower all the devices 
are going to perform. USB-enabled devices use a USB plug to connect to a computer. There 
are several varieties of USB connectors in various shapes and sizes, with USB ports to match. 
Depending on the types of devices you are using, you can have different types of USB ports 
on those devices. USB has gone through multiple versions since its introduction in 1996:

• Version 1.0: USB 1.0 was first introduced in 1996; however, it was not widely adopted 
because it had many problems that limited its utility. There were not many devices 
made that used it. USB 1.1 was introduced in 1998, and this version was very successful 
and widely adopted. USB 1.1 was so popular because it resolved most of the issues 
that existed in 1.0 making USB truly a usable external media connector. USB 1.0 and 
1.1 had a low bandwidth throughput of 1.5 mbps (megabits per second); its higher 
bandwidth throughput was 12.0 mbps. It had a maximum cable length of 5 meters
(16 ft) for full-speed devices and a 3-meter maximum length for low-speed devices.

• Version 2.0: USB 2.0 was released in 2000. It has a maximum data rate of 480 mbps 
and a maximum cable length of 5 meters. USB 2.0 is also known as high-speed USB. 
There have been many additions to the USB 2.0 standard since it was first release and it 
now has a large number of different connectors and ports that can be used to connect it 
to many different types of devices.

CERTIFICATION READY
What are serial cables? 
How are they used? What 
is the most common type 
of serial cable in general 
use today?
3.2

c03Media.indd Page 60  13/02/12  8:42 PM user-f396c03Media.indd Page 60  13/02/12  8:42 PM user-f396 F-396F-396



Media | 61

• Version 3.0: USB 3.0 is a new USB standard that was first released to manufacturers on 
November 17, 2008. However, no hardware has been manufactured for it yet, although 
it is expected that some will be created in 2010. Part of the reason for this slow adoption 
is that Intel has stated that they will not be supporting the new standard until 2011. 
Also, Windows 7’s initial release did not come with support of the new standard either, 
although Microsoft says it is working on Windows 7 support. However, if USB 3.0 device 
drivers from USB 3.0 device vendors are installed USB 3.0 works fine in Windows 7.

When USB 3.0 devices are finally available, they will be a huge improvement over the older 
USB technologies. The USB standard calls for a superspeed data transfer support that will 
be up to 4.8 gbps (gigabits per second). In real terms, this means that USB 3.0 devices could 
potentially transfer data at 3.2 gbps. It is also estimated that USB 3.0 cables will be able to 
sustain this speed on cables up to 3 meters long.

Plenum versus Non-Plenum

The difference between plenum and non-plenum cable comes down to how each is con-
structed and where you can use it. Many large multistory buildings are designed to cir-
culate air through the spaces between the ceiling of one story and the floor of the next; 
this space between floors is referred to as the plenum. The plenum is often the perfect 
spot to run all the cables that connect the numerous computers that are often located 
in these buildings. The insulating material of cable that can be run in the plenum must 
be composed of materials that do not release deadly gasses when burned. Any cable that 
meets this requirement is called plenum-rated cable. Any cable that does not meet this 
requirement is called non-plenum-rated cable. Additionally, for cable to be considered 
plenum-rated, the insulating material in the cable cannot burn so quickly that it acts as a 
type of wick. This requirement ensures that the cable does not help spread a fire quickly 
throughout a building. Because of these types of requirements, plenum-rated cabling is 
more expensive than non-plenum-rated cable.

The National Fire Protection Association (NFPA) demands that any cables run within a 
building’s plenum be tested and guaranteed as safe. The cable used in this manner must be 
fire retardant and create little or no smoke and poisonous gas when burned. This means 
that non-plenum cable absolutely cannot be in the plenum. The NFPA does permit the 
use of non-plenum cable in other places where it is safe. Because of the cost difference 
between plenum and non-plenum cable, non-plenum cable is often used in this capacity 
where permitted.

Problems and Limitations Related to Copper

There are a number of limitations that are inherent in using copper cabling for transferring 
data around a network. The most common limitations can be found in the distance that data 
can be sent, the speed the cable can transmit data, and Electromagnetic Interference (EMI). 
We will look at these limitations in reverse order.

ELECTROMAGNETIC INTERFERENCE
When electrons are pushed through two wires next to each other, it creates a magnetic field. 
The magnetic fields produced in this way result in noise. Anything that interferes with the 
transmission of information in a given environment is noise. An easy way to visualize this is 
to think of what it is like to sit in a very noisy room and talk to the person next to you. The 
various sound waves in the room, whether they are from machinery or people’s voices, all 
work together to limit your ability to carry on a conversation with the person next to you.

The analogy of the crowded room works for electronic media also; however in electronic media, 
instead of noise being composed of sound, noise is composed of interfering electromagnetic 

CERTIFICATION READY
What is the difference 
between plenum and 
non-plenum cable?
3.1

CERTIFICATION READY
What are some properties 
and limitations found in 
copper cabling?
3.1
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fields. The more electromagnetic fields there are or the stronger those fields are the more noise, 
and therefore interference, the copper media has to overcome to get its signal through. This inter-
ference, which is termed Electromagnetic Interference (EMI), can result in several problems.

One problem that results from this type of interference is that the copper cable can only be 
run a limited distance before the signal in the cable attenuates to the point where it is no 
longer readable. This problem, called attenuation, is the degradation of a signal due to the 
distance the signal has to travel. If the cable is run too close to sources of EMI such as electric 
motors, speakers, amplifiers, fluorescent light ballasts, and so on, then the distance a cable can 
successfully carry its signal becomes significantly less than the standard allows for.

Another problem that EMI can result in is something called crosstalk. Crosstalk is a form of 
EMI that results from two improperly shielded copper wires running too close together. In 
crosstalk, the signal being carried in one wire bleeds over to the other wire so that both signals 
are carried on the same wire, which results in both signals being degraded. A familiar example 
of this type of interference is when you tune into an AM radio station and end up hearing 
parts of broadcasts from two different stations simultaneously.

A third problem of EMI has to do with security and electromagnetism, rather than electro-
magnetic interference. As stated previously, when electrons move through copper cables they 
generate small amounts of electromagnetic radiation. Since the data flowing through the cop-
per wires are in the form of 1s and 0s, a kind of pulsing of the resultant electromagnetic field 
takes place. With the right tools in hand, people can read the message in the wire without 
cutting it or even removing the insulation. This is one way people are able to create wiretaps 
like those used in law enforcement and espionage. In the past, high-security installations like 
the Pentagon actually encased communication wires in lead shielding to prevent them from 
being tapped.

The best way to solve the various problems caused by electricity flowing through copper 
wires is to not use copper wires at all. Fiber-optic cables, which are immune to the EMI 
problems previously mentioned, can be used in place of copper. However, because of the 
expense of fiber-optic cables, they may not be an option for every situation, and alternative 
solutions to EMI problems have been developed. The earliest solution was to wrap the data 
portion of a cable in a copper shield that helped protect the data wire from outside inter-
ference. This is the direction taken with coaxial cable and shielded twisted pair. In effect, 
the outer shield helps divert outside interference away from the data wire on the inside. A 
second, and cheaper, alternative is to wrap the wires in a cable around each other tightly so 
that the wires inside the cable partially shield themselves from outside interference. This is 
what unshielded twisted-pair cabling does. The amount of protection afforded by the tight-
ness of the internal twist is what the various Category ratings are partially based on. It is 
important to note that neither one of these alternatives can protect the data wires from EMI 
completely, but they do offer some additional protection. The amount of protection offered 
depends on the choices made and the cost a person is willing to pay in order to accomplish 
his or her goals.

SPEED
Speed in a network is often used to refer to how fast data can be transmitted across a specific 
type of connection or media. The speed of a network connection is dependent on a number 
of different things. Here is a list of some of the more critical dependencies:

• Bandwidth: In wiring and other network media, the amount or number of signals 
that a wire can carry is measured as bandwidth. Another way of looking at this is to 
say that bandwidth is the theoretical maximum of how much data a specific cable or 
other media can carry. However, due to other issues such as latency, just because a 
media has a certain maximum bandwidth does not mean the media is able to carry 
that full bandwidth.

CERTIFICATION READY
What is EMI? What are 
some situations that may 
result in EMI? What can 
be done to help reduce or 
prevent EMI?
3.6
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• Latency: The best way to illustrate latency is to think of a satellite link. To get data 
from a satellite connection, it is necessary for the source location to send the signal 
high up into space where the satellite then processes the signal and beams it back 
down to earth at a different location. Because signals to satellites can only travel at 
the speed of light, it takes time for the signal to go up to the satellite and come back 
down. If the satellite were in geosynchronous orbit, that would be around 35,000 
miles straight up. If you are not sending the signal straight up but at an angle, the 
distance is even farther. That means that at a minimum the signal will have to travel 
at least 70,000 miles. Since light can only travel at approximately186,000 miles a 
second, just the travel time will be close to one half a second. When you add to this 
the processing time at both ends of the connection and also at the satellite, the signal 
may take as much as a second to reach its intended destination. All media types have 
to deal with latency. This is also the reason an old-style 56 kbps modem could never 
truly send 56 kbps of data in real life.

• Throughput: Throughput is the amount of actual data that is being carried at any given 
time during a connection. Throughput takes into account both bandwidth and latency 
issues and gives us what the true functional speed of the network is. This is one reason it 
is better to use the term throughput when discussing how fast a network is rather than 
the terms speed or bandwidth. The two latter terms are only part of the picture, while 
throughput is the final sum.

DISTANCE LIMITATIONS
A deciding factor used in choosing what cable type to use is often the topology of a network 
and the distance between its components. Some network technologies can run much farther 
than others without communication errors, but all network communications technologies are 
prone to attenuation. As mentioned previously, attenuation can be caused by the distance 
signals have to travel, but it also could be due to the medium itself. Different types of noise 
on the cable also contribute to attenuation. Noise is described in more detail below. Some cable 
types suffer from attenuation more than others. For instance, any network using unshielded 
twisted-pair cable should have a maximum segment length of only 328 feet (100 meters). Other 
types of cable allow for longer lengths but cost more.

DUPLEXING
Communications come in three categories. The difference between these three categories is 
whether the communicating devices can broadcast and/or receive at the same time. The cat-
egories are simplex, half-duplex, and full-duplex:

• Simplex: A device can either broadcast or receive, it cannot do both. A good 
example of this is the radio in most cars. Your car radio is only capable of receiving 
a radio signal; it cannot transmit one. In other words, no matter how loud you yell 
at that talk show host you listen to during your morning commute, he or she cannot 
hear you.

• Half-duplex: A device can either send or receive communication, but it cannot do both 
at the same time. A pair of walkie-talkies is an example of this. When the button is 
pressed on the walkie-talkie, it turns the speaker off, and you cannot hear anything the 
other person is saying, however, you can talk to the person on the other end. Holding 
down the button on a walkie-talkie enables it to transmit. Letting off the button allows 
it to receive. It can only do one or the other at any given point in time; it cannot do 
both at the same time.

• Full-duplex: Both devices can send and receive communication at the same time. This 
means that the effective throughput is doubled and communication is much more effi-
cient. Full-duplex is typical in most of today’s switched networks.

XREF

Both full- and half-
duplex communications 
are mentioned again 
in Lesson 7 where we 
discuss the various LAN 
technologies that are 
available, in particular, 
how Ethernet works.
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■ Fiber-Optic Cabling

THE BOTTOM LINE 

This section of Lesson 3 discusses fiber-optic cabling. The two different types of 
fiber optics and their advantages and disadvantages are discussed. Additionally several 
different types of fiber-optic connectors are mentioned as well as the pros and cons of 
each type of connector.

Fiber-optic cable transmits digital signals using light impulses rather than electricity. Because 
of this, it is immune to electromagnetic Interference (EMI) and Radio Frequency Interference 
(RFI). This means that motors, fans, florescent lights, strong radio signals, and other types 
of interference that can interrupt transmissions through copper cables cannot interfere with 
signals through fiber-optic cables. This also means it is immune to technologies that are used 
to remotely intercept and read signals that travel through copper cables, making fiber-optic 
cables more secure.

Fiber cable works by allowing light impulses to be carried through either a glass or plastic 
core. Glass can carry the signal a greater distance, but plastic costs less. Whichever the type 
of core used, it works the same way. The fiber-optic cable is surrounded by a glass or plastic 
cladding with a different refraction index that reflects the light back into the core. Around 
this is a layer of flexible plastic buffer that can be wrapped in an armor coating usually com-
posed of Kevlar. All of this is then sheathed in PVC or plenum.

The cable itself comes in either single-mode fiber (SMF) or multimode fiber (MMF); the dif-
ference between the two is in the number of light rays (the number of signals) each can carry. 
Multimode fiber is most often used for shorter-distance applications, and single-mode fiber is 
used for spanning longer distances.

Although fiber-optic cable may sound like the solution to many problems, it has pros and 
cons just like any other cable type. The pros to fiber-optic cable are as follows:

• Complete immunity to EMI and RFI
• Ability to transmit up to 40 kilometers, about 25 miles, in a single hop

The cons to fiber-optic cable are as follows:

• Difficult to install
• More expensive then twisted-pair
• Troubleshooting equipment is more expensive than twisted-pair test equipment
• More difficult to troubleshoot

Multimode Fiber

Multimode fiber (MMF) is a type of fiber-optic cable that uses light to communicate a signal; 
but with it, the light is dispersed on numerous paths as it travels through the core and is 
reflected back. A special material called cladding is used to line the core and focus the light 
back onto it. MMF provides high bandwidth at high speeds over medium distances (up to 
about 3,000 feet), but beyond that the signal begins to degrade. This is why MMF is most 
often used within a smaller area. If the buildings in a specific location are not too far apart, 
MMF is used to connect them. MMF is also used to make very long runs between different 
locations within one larger building.

MMF is available in a glass or plastic version that makes installation a lot easier and increases 
the installation’s flexibility. MMF usually uses light emitting diodes (LEDs) for the light 
source of the data that is sent down the cable.

CERTIFICATION READY
What are the two main 
types of fiber-optic 
cables? How do they 
differ from each other?
3.1
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Single Mode Fiber

Single-mode fiber (SMF) is a very high-speed, long-distance fiber-optic cable that consists of 
a single strand—sometimes two strands—of fiberglass that carries the signals. Lasers are the 
primary light sources used with SMF. The light source is transmitted from end to end and 
pulsed to create communication. This is the type of fiber cable employed to span really long 
distances because it can transmit data 50 times farther than multimode fiber at a faster rate.

The transmission media of fiber-optic cable is made up of very small tubes designed to allow spe-
cific bands of light to pass down them. Because of this the installation of SMF can be very difficult 
and generally requires very specialized equipment and training. When installing fiber optics of any 
sort, the installer should be careful not to bend it too tightly. When working in switch rooms that 
contain fiber optics, the technicians should be careful how they handle the fiber-optic cables as well.

Fiber-Optic Connectors

There are many different types of connectors available for use with fiber-optic cables. However, 
the two most popular are the straight tip (ST) connector and subscriber connector (SC), 
which is also sometimes called the square connector.

SUBSCRIBER CONNECTOR (SC)
The subscriber connector (SC) is one type of fiber-optic connector. As you can see in Figure 
3-14, SCs are latched. This means that SCs use a mechanism to hold the connector securely 
attached and to prevent it from falling out.

Figure 3-14

Subscriber connector (SC)

SCs work with both single-mode and multimode optical fibers and will last for around 1,000 
matings. A mating is a way to refer to connecting a connector into its proper socket or jack. 
An SC is good for around 1,000 connections and disconnections before it wears out and 
needs to be replaced. SCs are being used more now but are still are not as common as ST 
connectors for LAN connections.

STRAIGHT TIP (ST) CONNECTOR
The ST fiber-optic connector (developed by AT&T) is one of the most widely used fiber-
optic connectors; it uses a BNC style attachment mechanism similar to Thinnet, which makes 
connections and disconnections fairly frustration free. In fact, it is this feature that makes this 
connector so popular. Figure 3-15 shows an example of an ST connector. Notice the BNC 
style attachment mechanism.
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Figure 3-15

Straight tip (ST) connector

Figure 3-16

Local connector (LC)

SMALL FORM FACTOR CONNECTOR
Another type of fiber-optic connector is the small form factor (SFF) connector. This type of 
connector allows more fiber-optic terminations in the same amount of space than its standard-
sized counterparts. The two most common versions are the mechanical transfer registered 
jack (MT-RJ or MTRJ), designed by AMP, and the local connector (LC), designed by Lucent.

Mechanical Transfer Registered Jack (MT-RJ)
The MT-RJ fiber-optic connector was the first small form factor fiber-optic connector to be 
widely used and is only one-third the size of the SC and ST connectors it most often replaces. 
The MT-RJ fiber-optic connector offers the following benefits:

• Small size
• TX and RX strands in one connector
• Keyed for single polarity
• Pre-terminated ends that require no polishing or epoxy
• Easy to use

Local Connector (LC)
Local connectors (LCs) are a newer style of the SFF (small form factor) fiber-optic connec-
tor that is pulling ahead of the MT-RJ in popularity. It is especially popular for use with 
Fibre-Channel (FC) adapters and is a standard used for fast storage area networks and Gigabit 
Ethernet adapters. LCs have similar advantages to MT-RJ and other SFF-type connectors but 
are easier to terminate. LCs use a ceramic insert just as standard-sized fiber-optic connectors 
do. Figure 3-16 offers an example of the LC.

CERTIFICATION READY
What are some 
commonly used fiber-
optic connectors?
3.2
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■ Installing Wiring Distributions

THE BOTTOM LINE 

In this portion of Lesson 3, we discuss how to install wiring and distribute it across the 
network and topics such as horizontal and vertical cross-connects, patch panels, and Main 
Distribution Frames and Intermediate Distribution Frames and their related equipment. 
Additionally we examine how to verify that both your wire installation and wire 
termination are good.

There are many components involved in wiring a computer network. The components 
involved are not just the cables themselves but also connectors, devices the connectors go 
into, different types of cables based on purpose, and many other things. The following section 
of this lesson discusses some of those devices and types of cables.

Vertical and Horizontal Cross-Connects

A cross-connect is a location within a cabling system that facilitates the termination of cable 
elements, plus the reconnection of those elements with jumpers, termination blocks, and/
or cables to a patch panel, and so on. In other words, the cross-connect is where all the wires 
come together. The cables used to make the connection from the switches to the computers 
have specific names and specifications that go with them.

Cables that run from communications closets to wall outlets are known as horizontal connect 
cables, because they are generally used on the same floor of a building. Sometimes a horizontal 
cable will run directly from a switch to a wall jack, but more often it will run from something 
called a patch panel (discussed next) to the wall outlet.

The cable that connects the patch panel with the switch is called a patch cable and is not 
considered part of the horizontal cable. The cable that connects the wall outlet to the actual 
computer is also called a patch cable. In other words, a patch cable is any cable that has a 
connector on both ends and is used to connect a network device to a network device, a wall 
jack to a network device, or a network device to a patch panel. Patch cables come in two 
main types and one secondary type. These types are straight-through, crossover, and rollover. 
These cables were discussed earlier in this lesson.

When using UTP cables for the horizontal connect cables, the cable should not exceed 100 meters, 
which includes the entire distance from the switch all the way to the computer at the other end. 
Any patch cables that are used to connect up the computers are included in the 100-meter length.

Here is a formula that is used to try and keep all this in perspective. The cross-connect 
cable that runs from the switch to the patch panel should not be any longer than 6 
meters. The horizontal connect cable that goes from the patch panel to the wall jack 
should not be longer than 90 meters. Finally, the patch cable that connects the wall 
jack to the actual computer should not be longer than 3 meters. These values are not 
absolute, but they are a good point to start with and try to stay within. If you add up 
all the cable lengths, you end up with 99 meters. This is one meter within the Category 
specifications that define cable lengths for UTP cables, preventing you from exceeding 
the specification limit.

Backbone cables that connect equipment rooms, telecommunications rooms, and other physi-
cal termination points are referred to as vertical connect cables. This name came about because 
these cables often go from floor to floor in a building. All of these cables will eventually 
connect to each other and finish off the network cabling for the building. The exact pieces 
involved depend on the size of the installation, the needs of the organization, and the struc-
ture in which they are installed.

CERTIFICATION READY
What are some of 
the main components 
of cable distribution 
in a network? What 
does each of those 
components do?
3.8

XREF

Lesson 6 in this book 
will go into much more 
detail about this topic.
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Patch Panels

A patch panel is usually a rack or wall-mounted structure that houses cable connections. A 
patch cable generally plugs into the front, while the back holds the punched-down connection 
of a longer, more permanent cable. The purpose of the patch panel is to give the administrator 
a flexible way to change the path of a signal quickly when needed. Figure 3-17 depicts a small 
patch panel. Figure 3-18 shows the reverse side of the patch panel shown in Figure 3-17.

Figure 3-17

Front view of a small patch 
panel

Figure 3-18

Back view of a small patch 
panel

66 BLOCK
In the past, one of the most common types of patch panels was known as a 66 block. Figure 
3-19 shows a 66 block. Even though these are now considered legacy equipment, they are still 
listed as an objective on the exam. These devices are considered legacy equipment because 
they are large in comparison to newer wire-terminating devices and they have a relatively 
small (25-pair) capacity. The final reason these devices are considered legacy is because they 
are unsuited for any network communications speeds faster than 10 mbps. The most likely 
place to see one of these devices today is in some older telephone installations.

Figure 3-19

A 66 block

MAIN DISTRIBUTION FRAME (MDF)/INTERMEDIATE DISTRIBUTION FRAME (IDF)
The main distribution frame (MDF) is a wiring point that is generally used as a refer-
ence point for network and telephone lines. It is installed in the building as part of the 
prewiring process, generally when the building is first built, and the internal lines are 

CERTIFICATION READY
What is a patch panel 
and what is it used for?
3.2
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connected to it. After that, all that is left is to connect the external (telephone and WAN/
Internet company) lines to the other side to complete the circuit. Often, another wire 
frame called an intermediate distribution frame (IDF) is located in an equipment or 
telecommunications room. It is connected to the MDF by a backbone cable of some sort 
and is used to provide greater flexibility for the distribution of all the communications 
lines within the building. This is especially true when the building in question is too large 
to terminate all the cables in the building at one location. In a situation like this, one 
MDF and one or more IDFs are positioned within the building to allow for full coverage 
of the building without exceeding length limitations that are placed on different types of 
cables. Both the MDF and IDFs contain sturdy metal racks designed to hold the bulk of 
cables coming from all over the building.

25 pair
A 25-pair cable consists of 25 individual pairs of wires all inside one common insulating 
jacket. This type of cable is not generally used for data cabling but is commonly used for tele-
phone cabling. Cabling of this type is especially useful as backbone and cross-connect cables 
in a telephone setup because it reduces the cable clutter significantly. A 25-pair cable is often 
referred to as a feeder cable because it supplies a signal to many connected pairs. In Figure 
3-17, a 25-pair wire is connected to the 66 block to provide connectivity to the IDF.

100 pair
100-pair cables can be used for very large telephone company installations. They com-
bine 100 pairs of wires into one large, insulated cable. These large cables are also used in 
aerial installations and sometimes in buried and duct-type installations that run up and 
down a building. To keep the pairs unique, colors other than the traditional networking 
ones are used.

110 BLOCK
A newer type of wiring distribution point called a 110 block has replaced most telephone 
wire installations and is also used for computer networking. On one side, wires are punched 
down; the other side has RJ-11 jacks (for phone connections) or RJ-45 jacks (for network 
connections). Figure 3-20 shows a small 110 block. 110 blocks come in sizes from 25 to more 
than 500 wire pairs, and some are capable of carrying 1 gpbs connections when used with 
Category 6 cables.

Figure 3-20

A 110 block

DEMARC/DEMARC EXTENSION
The demarc (short for demarcation point) is the last point of responsibility of the service pro-
vider. It is often at the MDF in your building connection (if your building is large), but it is 
usually just an RJ-45 jack that your channel service unit/data service unit (CSU/DSU) connects 
into from your router to wide area network (WAN) connections.

XREF

CSU/DSUs are 
explained in detail in 
Lesson 6.
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CERTIFICATION READY
What does demarc stand 
for? Why is it important 
to know where the 
demarc is for a network?
3.8

When troubleshooting, network administrators often test for connectivity on both sides of 
the demarc to determine if the problem is internal or external. The length of copper or fiber 
that begins after the demarc but still does not reach all the way up to your office is referred 
to as a demarc extension. Demarc extensions are most often used when the external service 
enters your building somewhere other than the MDF. If this is the case, then the cable that 
runs from that point to the MDF would be considered a demarc extension.

SMART JACK
A smart jack, also called a Network Interface Device (NID) or network interface unit, is 
owned by the Public Switched Telephone Network (PSTN) and is a special network inter-
face that is often used between the service provider’s network and the internal network. You 
cannot physically test to an actual demarc because it is just an RJ-45 jack, but the service pro-
vider may install a NID that has power and can be looped for testing purposes.

The smart jack device may also provide for code and protocol conversion, making the signal 
from the service provider usable by the devices on the internal network like the CSU/DSU.

Verifying Correct Wiring Installation

After a wire installation has been completed on a site, it is very important to verify that all the 
installed wires are tested. This is important because there are many things that can go wrong 
in an installation. Many of these problems may not come to light unless a thorough testing is 
carried out. When doing a wire installation, it is not only important to check all the wires, it is 
also important to keep complete records of where and how the wires are connected in the net-
work. It is not acceptable to test just a few cables and then assume that all of them are correct.

Following are some of the things that can go wrong in a cable installation. Sometimes cop-
per cables can be placed a little too close to a magnetic source and can be affected by EMI. 
Occasionally cable jackets can be ripped off completely when pulling the cable through a 
tight space or around a corner. Cables can be cut wrong and extended beyond the maximum 
length for their type. Fiber-optic cables are very fragile and can be easily and expensively dam-
aged if they are handled roughly or poorly installed. These are just a few of things that can go 
wrong and the best way to catch them is to test each cable separately. The best cable-installer 
companies assume that some of these things will go wrong, and therefore they will test, test, 
and test again. If you are handling your own installation, you should do the same things. The 
bottom line about installing cables is that the cables should be tested frequently during instal-
lation and again when the installation is done.

It is also general practice to install more cables than are absolutely necessary. The reason for this 
is that at some point a cable will go bad. When a cable goes bad, it is often not possible to sim-
ply rip it out and replace it with a new one. Given this fact, a good installer will install a hand-
ful of extra cables in any given room in a company’s building so that if a cable does go bad in 
the future, there are already extra cables that can be used to take the place of the bad cable.

Finally it is very important to keep detailed records in case problems come up later. If 
such problems do come up, with detailed records it is much easier to track down and 
resolve the problem.

Verifying Proper Wiring Termination

Although many things can go wrong while pulling a cable, many more things can go wrong 
when terminating a cable, copper or otherwise. With a minimal amount of training and a 
little patience, almost anyone can pull a network cable without damaging it—at least, most 
of the time. Proper termination of copper cables to a punch-down block is much trickier and 
requires practice to get right. For this reason, it is best to always inspect the installation and 
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■ Wireless Media

THE BOTTOM LINE 

This section of Lesson 3 examines the 802.11 wireless standard and the four most 
commonly used amendments that have been made to this standard.

In recent years, wireless media has become more and more important. Now many LANs have 
a wireless component to them, even when they are primarily wire-based LANs. A few LANs 
even use wireless media for every connection.

IEEE 802.11

The most prominent standard for wireless LANs is the IEEE 802.11 standards. The IEEE ratified 
the 802.11 initial or basic standard in 1997; however, subsequent standard updates and improve-
ments have been released over the years. Of the 802.11 standards, four are the most common: 
802.11a, 802.11b, 802.11g, and most recently, 802.11n. Each of these standards has maximum 
speeds, distances, and channels. Each of these four standards also has specific radio frequencies 
they are restricted to. These four standards will be examined next along with some characteristics 
of each standard. We will discuss some characteristics of each standard before we go on to discuss 
the specific standards and how the characteristics apply to them.

Distance
Distance is a measure of how far a data signal can be sent before the signal has to be renewed. 
Another term used to characterize this property is range. Different wireless standards have 
different distances or ranges they are able to transmit. These distances will be noted as each 
standard is discussed.

Speed
Speed is a measure of what a particular standard’s throughput is. Throughput is best defined 
as how much data can be sent across the medium in a specific amount of time. This prop-
erty is also often referred to as a specific technologies data transfer rate.  Different wireless 
standards have different throughputs. It should be noted that the further a receiving device is 
from the origin of the data signal the lower the throughput, or the lower the amount of data, 
the device can receive will be in a given amount of time. The maximum data transfer rate of 
a particular standard will be noted for each standard that is discussed. You should always keep 
in mind that the further a receiving device is from the source or origin of the data signal is 
the smaller the actual data transfer rate, or speed will be.

Latency
Latency is the time it takes a signal to be passed from one device to another on a network. 
Latency does not just include the time it takes the signal to move from one device to another 
over the media. Latency also includes the processing time required on both the send end and the 

CERTIFICATION READY
What wireless standards 
are most commonly used 
today? What are the 
characteristics of each of 
the wireless standards 
that may be found in use 
today?
3.3

CERTIFICATION READY
How would wireless 
standards affect 
installing and configuring 
a wireless network?
2.2

verify that all wires are terminated properly in the right order as you go. If the wires get out 
of order or are punched down in the incorrect location, the whole network could fail to work. 
When this happens, sometimes it becomes necessary to actually start over the punch down 
process. It is much better to get it right the first time.

Fiber-optic termination requires specialized and expensive equipment and training. Unless 
the installers spend hours cutting, stripping, polishing, and terminating the fiber-optic cable 
and look for any mistakes or damage thoroughly, there is a good chance the installation will 
not be done correctly the first time. New connections should always be terminated using the 
appropriate tools.
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receive end of the connection. If a signal has to pass through multiple devices to get to its desti-
nation, then latency also includes the time each intervening device uses to process the signal.

A good way to help visualize latency is to think about news cast you have seen on TV where 
one reporter is in the middle of nowhere and the other reporter is in the news rooms. In 
those situations often times the reporter in the news room asks a question and then it takes a 
few moments for the reporter in the remote location to hear the question and answer it. The 
wait time between the reporter in the news room asking the question and the remote reporter 
answering it is the latency of the signal. The same situation happens with computer networks. 
The only difference is that the total latency time is usually too short to notice, unlike the 
latency taking place between the two reporters.

Frequency
In wireless networking frequency refers to the range of the electromagnetic spectrum that is 
used by a specific standard for wireless communications. For example the wireless standards 
that we will discuss below use either the 2.4 GHz (gigahertz) radio frequency range or the 5 
GHz frequency range. 

Channels
When discussing wireless networking, channels refer to specific sub-ranges of the assigned 
frequency of wireless networking standards. The channels are used to divide up the assigned 
frequencies of a specific standard so that multiple wireless LANs can be setup in the same 
location. Depending on the wireless standard used, you can have different numbers of chan-
nels available for different overlapping networks. Based on the standard being used, this places 
a maximum limit on how many different wireless networks can be in the same location.

One limitation to keep in mind when using channels is that two networks in the same loca-
tion cannot have overlapping channels or they will interfere with each other. What this means 
is that when the frequency range that is assigned to a specific wireless standard is divided into 
channels, it is necessary to make sure that there is no overlap of the sub-frequency ranges that 
make up the channels. 

Another limitation placed on channel creation is that each wireless standard specifies how 
large the frequency range has to be for each channel.  This specification places an upward 
limit on how many channels may be created out of each frequency range. This channel num-
ber limit can range from 4 to 27 depending on what each specification stays. The number of 
channels each standard allows will be mentioned when the standards are discussed.

Channel bonding
Channel bonding is wireless communications technique where two or more channels are used 
together to increase the amount of data that can be sent across a network at the same time. 
Another way of putting it is that channel bonding is a way to increase a network’s throughput 
by using more than one channel to transmit data between two devices. 

Channel bonding is similar to a technique used in the old days of dial-up modems called shot 
gunning where two modems and two dial-up lines were used to double the throughput of a 
dial-up connection. The difference is that instead of using two modems and two dial-up lines 
to accomplish this, two or more wireless channels are used instead. This technique was intro-
duced with the IEEE 802.11n amendment to the wireless standard and will be discussed in 
more detail later.

MIMO
Multiple-input/multiple-output (MIMO) is a wireless antenna technology developed to 
increase the range and throughput of a wireless network. This technology is used in the IEEE 
802.11n standard to increase the reliability, range or distance, and throughput of wireless 
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network signals. What MIMO does is it uses multiple antennas on sending and receiving 
devices to minimize the effects of a phenomenon called multipath. Multipath is a phenomenon 
that results when radio signals bouncing off of different objects causing the signal to split up 
and arrive at the destination at different times and/or multiple times. Using multiple antennas 
MIMO is able to mitigate some of these effects allowing the radio signal to travel further and 
not lose as much data as would happen with just a single antenna. This technique can also be 
tweaked to actually allow a station to transmit more data than normal by taking advantage of 
the multipath phenomenon to send out more data at one time. MIMO does this by deliberately 
using the split up signal paths to send more date than if just a single path were being used. 

802.11a
The IEEE 802.11a amendment to the 802.11 standard was made in 1999. The theoretical 
maximum throughput for this standard is 54 mbps; however, realistically it is more like 22 mbps. 
The 802.11a standard has 8 non-overlapping channels, which means that the frequency 
ranges between specific channels are not shared. When a channel or frequency range is not 
shared or overlapping with another range, both ranges can be used to carry data without hav-
ing to worry about interference between the different access points in a network. The more 
access points you have without having to reuse channels, the more flexibility you have in how 
you layout and design your wireless network. The maximum indoor distance for 802.11a 
is ~50 feet or 15 meters but the maximum outdoor distance is ~100 feet or 30 meters. The 
802.11a standard uses the 5 GHz radio frequency range.

802.11b
Like the 802.11a wireless standard, the 802.11b amendment was also ratified in 1999 with 
the first products using the standard appearing in early 2000. The 801.11b standard allows 
for a theoretical throughput of up to 11 mbps, however, a throughput of 2.5 mbps is more 
realistic. The maximum indoor range or distance for 802.11b is ~150 feet or 45 meters. The 
maximum outdoor range is ~300 feet or 90 meters. 802.11b uses the 2.4 GHz radio frequen-
cy range. The 802.11b standard only has 3 non-overlapping channels. The non-overlapping 
channels are 1, 6, and 11.

802.11g
The 802.11g amendment to the 802.11 standard was actually widely adopted by consumers 
and manufacturers in early 2003 even though it was not officially ratified until June 2003. 
802.11g uses the same frequency range and therefore the same channels as 802.11b. 802.11g 
also has the same distance capabilities as 802.11b. The main difference between 802.11b and 
802.11g is the data throughput speeds. 802.11b has a maximum throughput of 11 mbps with 
a realistic throughput of between 2.5 and 5 mbps, 802.11g maximum and realistic through-
puts in line with 802.11a. That means that the maximum throughput of 802.11g is 54 mbps 
with a realistic throughput of around 22 mbps.

The close relationship between 802.11b and 802.11g means that 802.11g is fully backwards 
compatible with 802.11b. What this means in practical terms is that if you have a computer 
equipped with an 802.11g network card it will be able to connect to any 802.11b or g network.

802.11n
802.11n is the most recent amendment to the 801.11 standards. The 802.11n standard 
was officially ratified in September 2009; however, industry had started migrating to it as 
early as 2007.

802.11n uses both the 5 GHz and 2.4 GHz frequency ranges. The maximum theoretical 
throughput for 802.11n is 300 mbps, although some people say it can go as high as 600 
mbps. However, realistically most 802.11n installations run between 100 and 200 mbps. 
The maximum indoor distance for 802.11n is ~229 feet or 70 meters. The maximum out-
door distance is 820 feet or 250 meters.
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The question of channels is a little bit more complicated when discussing 802.11n. If you are 
simply asking how many channels are possible with 802.11n, then the answer would be 3 non-
overlapping channels in the 2.4 GHz range. An additional 24 non-overlapping channels are avail-
able in the 5 GHz range if each channel is 20 MHz wide, or 12 if each channel is 40 MHz wide.

As you can probably guess by the way the previous couple of sentences are worded, there is a 
catch when it comes to channels in the 802.11n standard. The catch is the addition of chan-
nel bonding. In channel bonding, two or more adjacent channels can be linked together to 
increase the overall throughput of the wireless network. This means that if one channel can 
carry 54 mbps of data by itself, when it is bonded with an adjacent channel of similar capabil-
ity, the bonded channels can now carry 108 mbps of data. 802.11n allows two or more chan-
nels to be bonded. However, the more channels you bond together, the fewer overall channels 
you have to work with. Along with channel bonding, the 802.11n standard is also the only 
standard capable of using MIMO as discussed above.

As far as compatibility with previous 802.11 standards goes, 802.11n is backwards compatible 
to the 802.11a, 802.11b, and 802.11g amendments. The reason that 802.11n is so universal-
ly backwards compatible is because it uses the same frequency ranges of the previous 802.11 
amendments; it has been deliberately designed to take advantage of that so that it would be 
compatible with all of them. Any new device that can connect to an 802.11n network can 
also connect to an 802.11a, 802.11b, or 802.11g network.

INSTALLING AND CONFIGURING WIRELESS MEDIA
There are several issues that are involved in configuring wireless media. Four important issues 
related to this are Access Point placement, antenna type, interference, and Service Set Identifier 
(SSID) configuration. A SSID is a 32 character identifier attached to the header of a packet 
being sent across a wireless network used to identify the wireless network being used. A SSID 
can also act as a kind of password that ensures the signal being sent across the wireless network 
actually belongs there. All four of these configuration issues will be covered in Lesson 7 in detail.

■ Tying It All Together

THE BOTTOM LINE 

In the last section of this lesson, we examine why it is important for a person to know 
about the different types of media that are available for network communications.

The previous lesson discussed the theory behind how different devices and networks talk to 
each other using protocols and the various layers of the TCP/IP and OSI Models to explain the 
function of each layer. However, for a network to exist, some means of allowing the different 
devices to talk to each other needs to exist. Without that, all you have is a stand-alone comput-
er. The means of tying, or connecting the different computers in the network together is called 
the media. In this lesson, we talked about the three most common types of media used to do 
this. Those media types were copper wires, fiber optic cables, and radio frequencies.

The Network Access layer in the TCP/IP Model and the Physical and MAC sublayer of the 
Data Link layer in the OSI Model both define how the 1s and 0s of electronic communications 
are encoded onto the media. However, without the correct media being connected in the correct 
manner to the rest of the network, all the encoding of 1s and 0s will accomplish nothing.

It is important to know what types of media connect to specific devices and in which order to 
ensure that communications take place. If you connect the wrong type of media to a device, 
or connect the media in the wrong place, then there is no network. For this reason, it is 
important for the people who support data networks to know what different types of media 
look like and how they are to be connected to different devices and ports. The purpose of this 
lesson was to ensure that the people supporting a network know this information.
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S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• How cabling is denoted.
• The difference between different types of copper cabling.
• What unshielded twisted-pair (UTP) cabling is.
• The different types of connectors used in UTP cabling.
• What Category cabling is.
• Three types of commonly used patch cables.
• Some of the problems and limitations of copper cabling.
• What fiber-optic cabling is.
• The two modes used to transmit data across fiber-optic cables.
• Some of the different types of more commonly used connectors in fiber-optic cabling.
• What patch panels are and some of the technologies associated with them.
• The four most commonly used types of wireless media for LAN networks.
•  Some of the limitations and capabilities of the four most common types of wireless media 

for LANs.

The information covered in this lesson is also important for the effective troubleshooting 
of networks. Statistics show that the majority of problems that have to be resolved in net-
work environments are at the physical level of the network. That means that most problems 
encountered in network environments have to do with broken media, incorrect media, 
incorrectly connected media, or media connected in the wrong way or at the wrong location. 
If a network support person knows the information found in this lesson, he or she will be 
able to more effectively identify these problems in real-world environments and know what 
to do to correct them.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The three main types of copper cabling used in LANs are _________, __________, and 
____________.

 2. The two main types or RJ connectors are ___________, which is used in telephone con-
nections and _____________, which is used in network connections.

 3. In modern LANs, the two most commonly used types of Category cabling are 
___________ and ___________.

 4. The three types of patch cables that are used in networking are __________, 
____________, and ___________.

 5. _________ connectors are the types of connectors used in coaxial installations.

 6. The two main serial standards in use today are ___________ and __________.

 7. The three types of duplexing are __________, ___________, and __________.

 8. _________ and __________ are the two methods used for sending data down a fiber-
optic cable.

■ Knowledge Assessment
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 9. The three most commonly used wireless technologies in modern wireless LANs are 
_________, _________, and ________.

 10. Four things that need to be taken into consider when configuring a wireless LAN are 
__________, __________, __________, and ____________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. Which of the following is not a legitimate RJ-style connector?
a. RJ-11
b. RJ-52
c. RJ-45
d. RJ-22

 2. The category of unshielded twisted-pair wires that is best used for gigabit Ethernet is 
which of the following?
a. CAT 5
b. CAT 3
c. CAT 6
d. CAT 5e

 3. Which of the following types of patch cable is used to connect similar devices?
a. Crossover cable
b. Straight-through cable
c. Rollover cable
d. Horizontal cross-connect cable

 4. Which of the following types of patch cable is used to connect dissimilar devices?
a. Crossover cable
b. Straight-through cable
c. Rollover cable
d. Horizontal cross-connect cable

 5. USB __________ is capable of top theoretical throughput speeds of 480 mbps.
a. RS-232
b. Version 1.1
c. Version 2.0
d. Version 3.0

 6. When a signal on a copper cable looses strength over time as it travels down the wire, it 
is called ____________.
a. Crosstalk
b. Latency
c. Duplexing
d. Attenuation

 7. When a signal on one wire interferes with a signal on an adjacent wire, it is called 
_______________.
a. Crosstalk
b. Throughput
c. Duplexing
d. Frequency

 8. In ________ fiber-optic cables, a laser serves as the light source.
a. SC
b. MMF
c. SMF
d. LC
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 9. In ___________ fiber-optic cables, an LED generally serves as the light source.
a. SC
b. MMF
c. SMF
d. LC

 10. The IEEE 802.11n wireless standard is backwards compatible with which of the 
following standards? (Choose all that apply.)
a. IEEE 802.11a
b. IEEE 802.11b
c. IEEE 802.11g
d. IEEE 802.11m

Scenario 3-1: Connecting Two Switches Together with a UTP Cable

You have been given several types of RJ-45 UTP cables. Based on the following diagram, 
which cable should you use?

■ Case Scenarios

?

Scenario 3-2: Connecting a Small Network Together Using Several 
Different UTP Cables

You have been given several types of RJ-45 UTP cables and the following network configuration. 
How many of each type of cable will you need and where should you connect them?

Workstation

Switch

Workstation Workstation

Switch

Switch Router

Workstation

Console
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Lab Exercises
■ Lab 1

Patch Cables

MATERIALS
• Computer running Microsoft Office

• Internet connectivity

• Textbook

THE LAB

Get to Know Your Patch Cables

 1. Read the section of the textbook that covers straight-through, crossover, and rollover 
cables. You may also need to research some of this information on the Internet.

 2. Create a Microsoft Word document in which you answer the following:
a. What are the differences between a straight-through cable and crossover cable?

b. What is each type of cable used for?

c. What is the TIA/EIA standard used for crossover cables?

d. What do the acronyms TIA and EIA stand for?

e. What three tools are needed to create a patch cable?

f. What type of plug is used to create the crossover patch cables?

g. How much of a sheath should you remove from the end?

h. What is the difference between CAT 5 and CAT 5e?

 3. Turn your answers in to your instructor.

■ Lab 2

Create Straight-Through and Crossover Cables

The purpose of this lab is to take you through the process of creating both a straight-through 
and a crossover cable. The reason we are doing this lab is familiarize you with the process of 
creating a patch cable. When you become part of the working world, you will be required at 
some point in their career to create one or more of these cables. It is not a question of if the 
student will need to make one or more of these cables, it is a question of when the student 
will be required to make one or more of these cables.

MATERIALS
• RJ-45 crimping tool
• RJ-45 connectors
• Two lengths of CAT 5 or higher UTP cable at least 4 feet long
• Wire stripper or telecommunications scissors
• Wire cutter or telecommunications scissors
• The pin-put diagrams for straight-through and crossover cables found in this lesson
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Create a Straight-Through Cable

 1. Strip about 11/2 inches of cladding off the end of the CAT 5 cable using either the wire 
stripping tool or the telecommunications scissors.

 2. Untwist the wires in the CAT 5 cable so that you have them all spread out by color. Make 
sure that the solid colors are matched beside the white version of their color. See Figure 3-21.

THE LAB

 3. Arrange the small wires in the order indicated in the diagram for what a straight-through 
cable is to look like.

 4. Without getting the small wires out of order, bring the small wires together until they 
are all side by side; also ensure that all the small wires are straight and not bent.

 5. While holding the cable tightly in one hand without letting the small wires get out of order, 
use the wire cutter or telecommunications scissors to cut the ends of the small wires off in a 
straight line until only about an inch is left of the small wires sticking out of the sheathing.

 6. Pick up a RJ-45 connector and make sure the tab is facing down, as shown in the diagram.
 7. Carefully slip the RJ-45 connector on to the end of the CAT 5 cable. Make sure that 

each of the smaller wires goes into its own separate groove in the RJ-45 connector and 
that they remain in the correct order.

 8. Push the CAT 5 cable into the RJ-45 connector until you can see the copper ends of 
the smaller wires directly up against the very end of the RJ-45 connector. If you look at 
the RJ-45 connector directly head on where you can see the ends of the smaller wires, 
they will look like little disks at the end of the connector. Also make sure that the outer 
sheathing of the CAT 5 cable is pushed all the way into the RJ-45 connector.

 9. Using the RJ-45 crimping tool, crimp down the RJ-45 connector. Do not be afraid to 
use a lot of strength to do this because if you do not, the connections will not take and 
the cable will not work.

 10. Repeat steps 1–9 on the other end of the cable.
 11. You have now created a straight-through cable. Use a cable tester to verify that you have 

successfully completed the cable.

Figure 3-21

Straight-through Ethernet cable 
pin out

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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Create a Crossover Cable

 1. Strip about 11/2 inches of cladding off the end of the CAT 5 cable using either the wire 
stripping tool or the telecommunications scissors.

 2. Untwist the wires in the CAT 5 cable so that you have them all spread out by color. Make 
sure that the solid colors are matched beside the white version of their color. See Figure 3-22.

 3. Arrange the small wires in the order indicated in the diagram for the left side of what the 
crossover cable is to look like.

 4. Without getting the small wires out of order, bring the small wires together until they 
are all side by side; also ensure that all the small wires are straight and not bent.

 5. While holding the cable tightly in one hand without letting the small wires get out of order, 
use the wire cutter or telecommunications scissors to cut the ends of the small wires off in a 
straight line until only about an inch is left of the small wires sticking out of the sheathing.

 6. Pick up a RJ-45 connector and make sure the tab is facing down, as shown in the diagram.
 7. Carefully slip the RJ-45 connector onto the end of the CAT 5 cable. Make sure that 

each of the smaller wires goes into its own separate groove in the RJ-45 connector and 
that they remain in the correct order.

 8. Push the CAT 5 cable into the RJ-45 connector until you can see the copper ends of 
the smaller wires directly up against the very end of the RJ-45 connector. If you look at 
the RJ-45 connector directly head on where you can see the ends of the smaller wires, 
they will look like little disks at the end of the connector. Also make sure that the outer 
sheathing of the CAT 5 cable is pushed all the way into the RJ-45 connector.

 9. Using the RJ-45 crimping tool, crimp down the RJ-45 connector. Do not be afraid to 
use a lot of strength to do this because if you do not, the connections will not take and 
the cable will not work.

 10. Repeat steps 1–9 on the other end of the cable. Except in step 3, use the right side of the 
diagram for your reference for the correct order of the small wires.

 11. You have now created a crossover cable. Use a cable tester to verify that you have success-
fully completed the cable.

Figure 3-22

Crossover Ethernet cable
pin out

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Physical Addressing  Classify how applications, devices,  1.2
and protocols relate to the OSI 
model layers.

 • MAC Address
 Explain the purpose and properties  1.3
 of IP addressing.
 • MAC address format 

Logical Addressing  Classify how applications, devices,  1.2
and protocols relate to the OSI 
model layers.

 • EUI-64 
  Explain the purpose and properties  1.3

of IP addressing.
• Classes of addresses

 • A, B, C and D
 • Classless (CIDR)
 • IPv4 vs. IPv6 (formatting)
 • Subnetting

How Physical and Explain the purpose and properties  1.3
Logical Addressing of IP addressing.
Work Together • MAC address format
 Explain the purpose and properties  1.4
 of routing and switching. 
 • Broadcast domain vs. collision domain

Other Addressing Explain the purpose and properties 1.3
Technologies of IP addressing.
 • Classes of addresses
  • Public vs. Private
 • Multicast vs. unicast vs. broadcast
 • APIPA
  Given a scenario, install and  2.1
 configure routers and switches.
 • NAT
 • PAT
  Explain the purpose and properties  2.3

of DHCP. 
 • Static vs. dynamic IP addressing
 Given a scenario, install and  5.5
 configure a basic firewall.
 • NAT/PAT
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John is the WAN Engineer for Dive Master Services Inc. His company has purchased another 

company called Diving Unlimited, Ltd. John has to figure out how to make the two networks 

work together. In order to do this he needs to come up with a uniform network addressing 

scheme that combines the two company’s networks. How will he go about doing this?

K E Y  T E R M S

60-bit Extended Unique Identifier (EUI-60)

64-bit Extended Unique Identifier (EUI-64)

Automatic Private Internet Protocol Addressing (APIPA)

binary

broadcast

classful IP addressing

classless inter-domain routing (CIDR)

classless IP addressing

Dynamic Host Configuration Protocol (DHCP)

dynamic IP addressing

Extended Unique Identifier (EUI)

hexadecimal

hop

Internet Protocol (IP)

IP version 4 (IPv4)

IP version 6 (IPv6)

MAC address

multicast

Network Address Translation (NAT)

physical address

Port Address Translation (PAT)

private IP address

private network

protocol suite

public IP address

public network

Source Network Address Translation (SNAT)

static IP addressing

subnetting

supernetting

TCP/IP Protocol Suite

unicast

■ Physical Addressing

THE BOTTOM LINE 

This section of Lesson 4 discusses what physical addresses are and how they are used in 
computer networks. This section also briefly discusses what the hexadecimal numbering 
system is. This section also explains the usage differences between physical addresses versus 
MAC addresses. Finally, the practice of MAC Address Spoofing is discussed.

A physical address is the physical binary address that every network device is given when it 
is created by its manufacturer. In most cases, this address is binding on the device and cannot 
be changed. This address is also known as the device’s MAC address. In any portion of a 
network where all the computers are connected to the same switch or hub, no two network 
devices can have the same MAC address. If two devices do have the same MAC address, 
then they will interfere with each other and cause problems on the network until one of the 
two network devices are replaced. This usually means replacing a network card in one of the 
interfering devices; however, it may require replacing the computer because many modern 
computers have the network cards built into their motherboards directly.

The physical address of a network device is 48 bits long. This means that the address is made 
up of forty-eight 1s and 0s. Because it is hard and confusing for a person to read forty-eight 
1s and 0s together and be able to distinguish one address from another, physical address 
are generally expressed in something called hexadecimal format. This is a special base 16 
numbering system that replaces every fourth 1 and 0 with the numerals 0–9 or the alphabetic 
letters A–F. The result of this is a string of 12 numbers and letters that are much easier for a 
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human to read and distinguish between. To make things even easier, many times a dash (-) or 
a colon (:) is placed between every two hexadecimal numbers.

Using hexadecimal numbers, a physical address would look something like this—
91-FC-5D-D9-A3-B0. In binary the same physical address would look like this—
100100011111110001011101110110011010001110110000. Both numbers are the same 
except the first one is in hexadecimal and the second one is in binary. As you can see, the 
hexadecimal one is much easier to read.

The first half of those forty-eight 1s and 0s are made of up the manufacturer’s portion of the 
physical address. Each network device manufacturer out there is assigned a 24-bit number 
that represents their company. Any network connectivity device that company manufactures 
is required to use those 24 bits as the first portion of the physical address. Companies can be 
assigned multiple 24-bit addresses for the manufacturing portion of the network devices they 
build. These first 24 bits are called the Organizationally Unique Identifier.

The last 24 bits of the physical address is called the host portion of the physical address. Each 
device made by the manufacturer needs to have a unique host portion of its physical address 
so that it does not interfere with the networks in which the devices will be placed. For each 
manufacturer portion of the physical address that a manufacturer has, they can produce 
16,777,216 devices with unique host portions of their physical address.

After a manufacturer uses all 16 million plus host numbers, they will need to start reusing the 
host portion of the physical address. This is why, only on very rare occasions, a network will 
sometimes have two devices with the same physical address, especially if they get all their net-
work devices from the same manufacturer. In the rare event that this happens, all the network 
support personnel have to do is replace one of the duplicate physical address devices with a 
network device that does not use the same physical address as some other device on the net-
work. It is unlikely in the extreme that the device that replaces the duplicate physical device 
will have the same physical address as some other device on the network.

EUI-60 and EUI-64
There are a couple of variations on the conventional MAC address called Extended Unique 
Identifiers (EUI). One of these variations is called 60-bit Extended Unique Identifier 
(EUI-60). This is simply a MAC address where the host extension is 36-bits long rather than 
24-bits long. This allows for more host addresses for each manufacture’s OUI before they are 
repeated. A second variation is called 64-bit Extended Unique Identifier (EUI-64) where 
the host extension is 40-bits long, allowing for even more host addresses per OUI. EUI-64 is 
especially important because IPv6 can use this to create a unique interface identifier. This will 
be discussed in more detail later in this lesson when IPv6 is discussed.

MAC Addressing

As stated before, the MAC address and the physical address of a network device is the same thing. 
This is essentially correct. However, the term MAC address is generally used to refer to the function 
of the physical address, while the term physical address is used more often to refer to the actual thing.

The computer or network device uses the MAC address to move data frames from one com-
puter or network device to an adjacent computer or network device. What this means is that 
each computer in a network knows the MAC addresses of all the other computers and net-
work devices that it is directly connected to via a switch, hub, crossover cable, or other such 
device. If a computer needs to send data to one of the computers or network devices connect-
ed to it, it will use that computer or device’s MAC address to indicate where the data frame is 
intended to go. All data in a computer network moves from one computer or network device 
to another computer or network device in this way. In fact, each time a computer or network 
device hands off the data frame to the next computer or network device down the line, it is 
called a hop. This concept is discussed in much more detail later in this lesson.

CERTIFICATION READY
What is a MAC address 
and how does the 
computer use it?
1.2

CERTIFICATION READY
What are the two main 
parts of a MAC address? 
How does a MAC 
address differ from a 
physical address, or are 
they the same thing?
1.3

You have probably 
noticed that I used the 
phrase “computer or 
network device” quite 
often in the previous 
paragraph. This is 
because it is not just 
computers that function 
in the manner described 
earlier. Routers, 
switches, bridges, 
brouter, gateways, and 
other devices all use the 
same technique to hand 
off data frames from 
one device to the next 
and move them around 
the network. The phrase 
“computers and network 
devices” is intended to 
be inclusive of this fact.

TAKE NOTE*
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SPOOFING MAC ADDRESSES
As mentioned previously, MAC address, or physical address, are generally hard coded into 
modern network cards. Because of this, physical addresses cannot physically be changed in 
most devices. This does not mean that other computers or devices cannot be tricked into 
thinking the MAC address of one device is different from that device’s actual physical address. 
A common practice among hackers is to trick other computers on a network into thinking 
that a certain computer's MAC address is one physical address when in reality it is a different 
physical address. This practice is called MAC address spoofing or MAC spoofing.

The fact that hackers regularly engage in the practice of MAC spoofing leads to the question 
of why they do this. Hackers attempt to spoof the MAC addresses of a network because they 
wish to trick the network into letting them have access to it when they do not rightfully have 
that access. Many networks, wireless ones in particular, use the physical addresses of the com-
puters on the network as a security measure.

In the most basic form of this, the device that allows access to a specific network, such as 
a wireless access point, has a record of the MAC addresses of all the devices allowed on the 
network. If a computer or other device attempts to access the network without having a valid 
MAC address, the access point denies that computer access to the network.

To get around this security measure, hackers will attempt to trick the access point into think-
ing that the MAC address of their computer is one of the ones permitted. The hacker does 
this with software rather than hardware. Since the physical address of a computer is physically 
encoded into the network device, they use software to change this. What happens is the soft-
ware that is designed to imitate a different MAC address, intercepts the MAC address of the 
local computer it is installed on before it is sent out on the network and substitutes that MAC 
address with a different one that is acceptable to the access point. In this way, the access point 
on the network does not see the actual address of the computer attempting to spoof the access 
point and instead sees the MAC address that the spoofing software wants it to see.

■ Logical Addressing

THE BOTTOM LINE 

This section of Lesson 4 describes how logical addressing works. This section also discusses 
what subnetting is and how it is done with a Class C IP address. This section also compares 
IPv4 with IPv6. In the discussion of subnetting, binary to decimal conversion is explained. 
In the discussion comparing IPv4 with IPv6, binary to hexadecimal conversion is explained.

While physical addressing has to do with the physical address of a computer and is hard coded, 
logical addressing is something different. Logical addresses have to be assigned to a computer, 
and based on what protocol is being used; different protocols use different standards to do this.

Just like physical addresses, every computer on the network needs a unique logical address. 
This is actually more of a critical issue with logical addresses than it is with physical addresses 
because with physical addresses, only the computers or devices that are directly connected 
to each other via a switch or some other such device need unique addresses. With logical 
addresses, every computer or device in the entire network needs to have a unique address. 
This does not just apply to those devices connected to the local switch, but also those com-
puters and devices connected to every other switch or router in the network as well. This 
makes for a very large number of unique IP addresses if you want every computer or network 
device in your network to talk to each other and get on the Internet.

The function of logical addresses is different from the function of physical addresses as well. Physical 
addresses are used to move data frames from one computer or networking device to the next com-
puter or network device. Logical addresses are used to make sure that the data packet can actually 
decide the best path to follow to get to the destination computer and not just move it to an adjacent 

CERTIFICATION READY
What is an IP address? 
What is the difference 
between an IPv4 and an 
IPv6 address?
1.3

c04NetworkAddressing.indd Page 84  24/01/12  1:24 PM user-f396c04NetworkAddressing.indd Page 84  24/01/12  1:24 PM user-f396 F-402F-402



Network Addressing | 85

computer or network device. It is important to note that both types of addresses are needed to effec-
tively move data around on a network. How this is done is discussed later in this lesson.

The most commonly used protocol suite for networking is the TCP/IP Protocol Suite. A 
protocol suite is a group of protocols that are designed to work together to carry out all the 
functions needed for data to be communicated across a network. The protocol in the TCP/
IP Protocol Suite that is responsible for finding the best path to a destination computer is 
the Internet Protocol (IP), which comes in two main versions. The oldest and most widely 
used version is IP version 4 (IPv4). The newest and least widely adopted IP is IP version 6 
(IPv6). Both protocol versions are discussed in this lesson.

Internet Protocol Version 4 (IPv4)

As the oldest version of IP currently in use, IPv4 is also the most limited. The logical address 
used in IPv4 is 32 bits long, and those 32 bits are broken up into 4 groups of 8 bits called octets. 
IPv4 addresses are generally expressed in 8-bit decimal format. This means that the IP address 
11000000100000101110001100011011 could be expressed in 8-bit decimal format as 
192.130.227.27.

Because IPv4 addresses are limited to just 32 bits, the largest number of computer and other 
networkable devices that can be assigned a unique IP address is 4,294,967,296. While over
4 billion addresses seems like a really big number, when you think about it globally, you real-
ize it really is not that big a number after all.

To put this in perspective, every computer that gets on the Internet, every Internet-capable 
cell phone, every router or access point to the Internet, all have to have a unique IP address. 
When you add all those devices up, there are more devices that need to get on the Internet 
than there are IP addresses available to them, so what do we do? To overcome this problem, 
several different techniques have been worked out that basically act to stretch out the available 
pool of IP address. One of those methods, subnetting, will be discussed next. Other methods 
of stretching out the available pool of IP addresses are discussed later in this lesson.

SUBNETTING
In its most basic form, subnetting is taking a given IP address range and breaking it up into 
smaller pieces so that a given range of IP addresses can be used in more than one network. To 
do this, an IP address is broken up into two main parts. One part is called the network por-
tion of the IP address and the other part is called the host portion of the address.

Subnetting can be illustrated by using the IP address that was mentioned earlier. That IP 
address was 192.130.227.27. The easiest way to break this IP address up into network 
and host portions is to choose one of the octets as the break point. In this case, we can 
decide that 192.130.227 will be the network portion of the IP address and 27 will be the 
host portion of the address. Alternatively, we can decide 192.130 will be the network por-
tion of the IP address and 127.27 will be the host portion of the IP address. In the first 
example, the first three octets are used to decide what network a computer belongs to 
and the last octet is used to determine which host is being singled out in the network to 
receive data. In the second example, the first two octets are used to identify the network a 
computer belongs to and the last two octets are used to determine which computer on the 
network is intended.

The deciding factor about which portion of the entire IP address you want to use as the net-
work ID versus which portion of the entire IP address you want to use as the host ID is really 
determined by how many hosts you need on your network. Each octet can have up to 254 
possible numbers. If you want to use 178 computers as hosts, then it does not make sense to 
use both the third and fourth octets for the host portion of your network. That would mean 
wasting a lot of IP addresses that could have been used by other computers. Since you can 

CERTIFICATION READY
What is subnetting? 
Explain how subnetting 
is used.
1.3
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have up to 254 hosts in a single octet and you only need to have room on your network for 
178 hosts, you really only need to use the last octet of the IP address as your host portion 
of the network. This is especially true considering that if you use both the third and fourth 
octets, you are allowed well over 65,000 host numbers. That is way too many host IP addresses 
for just 178 computers.

ANDing
The next logical question related to subnetting is, “How does the computer know what 
portion of the network address is for the host and which part is for the network ID?” This 
is where something called the subnet mask comes in. The subnet mask is a series of 1s and 
0s that the computer uses to determine which part of the IP address is the network ID 
versus which part is the host. The subnet mask is all 1s followed by all 0s. Ones are placed 
in the portion of a four octet IP address that is intended for the network, but 0s are 
placed in the portion of an IP address that is intended for host. The computer then com-
pares the subnet mask IP address to the actual IP address of the computer to determine 
which part is which.

To illustrate this, we will use our example from earlier. The IP address we used previously was 
192.130.227.27. Also we stated that 192.130.227 was the network portion of that address 
and the.27 part was the host portion of that address. Finally if you look back even earlier in 
this lesson, we said the binary value for this IP was 11000000100000101110001100011011. 
This is all well and good, but how do you tell the computer this? You tell the computer this 
by giving it the subnet mask 255.255.255.0.

The next logical question is, “How does this tell the computer anything?” The answer to
that question comes from comparing the binary address of the computer to the binary 
equivalent of the subnet mask. The binary equivalent for the subnet mask 255.255.255.0 is 
11111111111111111111111100000000. The computer uses a logical AND truth table to 
compare the full IP address of the computer to the subnet mask. The logical AND truth table 
resembles Table 4-1.

Table 4-1

Logical AND Truth Table INPUT 1 INPUT 2 OUTPUT

0 0 0

0 1 0

1 0 0

1 1 1

Following the AND truth table rules shown in Figure 4-1, the computer compares the binary 
value of the IP address to the binary value of the subnet mask. The process of comparing the 
IP address with the subnet mask using the AND truth table is called ANDing. The result of 
ANDing looks something like Table 4-2.

Table 4-2

Result of ANDing 
192.130.227.27 with the 
Subnet Mask 255.255.255.0

1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1

AND

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0
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The first row in Table 4-2 is the binary equivalent of the IP address 192.130.227.27. The 
second row of the table tells which truth table will be used—the AND truth table. The third 
row is the binary equivalent of the subnet mask 255.255.255.0. Finally, the fourth row con-
tains the results of applying the values in the first row with the values in the third row using 
AND. When this is done, a very interesting pattern emerges. In the example we examined 
here, where the subnet mask binary is 1, the result of the ANDing process is the same as the 
binary equivalent of the IP address. However, where the binary portion of the subnet mask is 
0, the result of the ANDing process is also 0. This pattern holds up, no matter what valid IP 
address you use or what valid subnet mask to which you compare it.

This is very important because the computer takes the result of the ANDing process to deter-
mine some very important information about the IP address. The computer uses the portion 
of the result that matches the original IP address to tell it which part of the overall IP address 
is to be used for the network ID. The remainder of the original IP address is used for the host 
portion of the IP address.

In the example here, the first twenty-four 1s and 0s of the result match up with the original 
IP address. That means that the first 24 bits of the original IP address refer to the network 
ID. The last 8 bits of the result are all 0s. This tells the computer that the last 8 bits of the 
original IP address are to be used for host IDs. In this way, every computer on the network 
knows which part of the different IP addresses they see are network IDs and which portion 
of the IP addresses they see are host IDs. By knowing this, the computers and other network 
devices can keep track of which hosts belong to which networks and route the data packets 
that pass though the network accordingly.

Classful IP addressing
Originally, when determining what part of an IP address was network ID and what part of 
the IP address was host, a class system was used. There were five classes created, Class A, B, 
C, D, and E. However, only the general population was only allowed to use the first three 
classes. This is called classful IP addressing. The classful method of determining what por-
tion of an IP address is network ID and what portion of an IP address is used to denote hosts 
went out of general use around 1993. However, some routers and such that are still in use 
recognize class-based subnet masks and so this topic needs to be discussed.

When using classful IP addressing, the subnet mask for a Class A IP address is 255.0.0.0. The 
subnet mask for a Class B IP address is 255.255.0.0. Finally the subnet mask for a Class C IP 
address is 255.255.255.0.

Along with a predefined subnet mask, classful IP addressing also has predefined IP address 
ranges for each class of IP addresses, as well as a few ranges set aside for specific purposes. 
The range of IP addresses belonging in a specific class is determined by the first few bits of 
the entire 32-bit binary IP address. The range of the different classes of IP addresses as well as 
additional information about each IP class is shown in Table 4-3.

The first column in Table 4-3 lists the IP Class. The second column of Table 4-3 shows what 
the first portion of the 32-bit binary address is of a particular class that is used to define that 
class. Column three shows how many bits are set aside off the beginning of the binary IP 
address to define the subnet mask of that particular class. Notice that Class D and E do not 
have this defined. The fourth column gives both the dot decimal format of the subnet mask 
as well as the binary format of that particular class IP address. Notice that the number of 1s 
in the binary IP addresses of Classes A through C matches the value shown in column 3 if 
you were to count them. Again this is not defined for Class D and E addresses.

The fourth and fifth columns contain information about how many network IDs are available 
for use in each class and how many host IDs are available for each available network in each 
class of IP addresses. Class A addresses only allow for 128 unique network IDs but allow 
for 16,777,216 host IDs for each network. Class B IP ranges allow for 16,384 network IDs 
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Table 4-3

IP Address Classes and Some of 
Their Defi ning Characteristics

   ACTUAL SUBNET    
   MASK IN DECIMAL NETWORK   
  BITS USED FORMAT IDS HOST IDS
 FIRST BINARY TO DEFINE AND THEN AVAILABLE AVAILABLE
 BITS DEFINING SUBNET IN BINARY FOR EACH FOR EACH STARTING IP ENDING IP
IP CLASS CLASS MASK FORMAT CLASS CLASS ADDRESS ADDRESS

Class A 0 8 255.0.0.0 128 16,777,216 0.0.0.0 127.255.255.255
   11111111.00000000.
   00000000.00000000

Class B 10 16 255.255.0.0 16,384 65,536 128.0.0.0 191.255.255.255
   11111111.11111111.
   00000000.00000000

Class C 110 24 255.255.255.0 2,097,152 256 192.0.0.0 223.255.255.255
   11111111.11111111.
   11111111.00000000

Class D 1110 Not defined Not defined Not defined Not defined 224.0.0.0 239.255.255.255

Class E 1111 Not defined Not defined Not defined Not defined 240.0.0.0 255.255.255.255

and 65,536 host IDs for each network. Finally, Class C IP addresses allow for 2,097,152 
networks, but only 256 host IDs per network. The last two columns of the table show what 
the beginning IP address is for each class and what the ending IP address is for each class.

IP ADDRESS RANGES RESERVED FOR SPECIAL PURPOSES. As briefly men-
tioned earlier, there are a few ranges in IPv4 that are set aside for specific purposes. For 
example all of Class D and E are reserved for special purposes. Class D, range 224.0.0.0 
to 239.255.255.255, is reserved for something called IP multicasting. IP multicasting is 
where one device on a network sends out a message to all of a specific IP range or specific 
type of device. While this is not commonly used today, the Class D ranges of IP addresses 
have still been set aside for this purpose.

The Class E range of IP addresses, 240.0.0.0 to 255.255.255.255 has been set aside for 
“experimental” uses. Currently not much is being done with this class of IP address and it 
generally just sits there without being used. However, some companies and individuals have 
begun to use Class E IP addresses as if they are another range of IP addresses available for 
general use in private networks that do not connect to the Internet.

Aside from Class D and E IP address ranges that have been set aside for specific use, a few 
other smaller ranges have also been set aside for special uses in each of the three usable classes 
of IP addresses. Table 4-4 shows each of these ranges that have been set aside and what they 
have been set aside for.

Two IP address ranges of special interest that have been set aside are 169.254.0.0 to 
169.254.255.255 and 127.0.0.0 to 127.255.255.255. The 169.254 range is of interest 
because this is the range Microsoft Windows uses when it has to automatically assign IP 
addresses to a computer. In other words, this is the range of IP addresses used by Microsoft 
Windows for automatic IP addressing.

Finally the loopback range is interesting. Loopback is used when you want to test your 
system. For example, when a loopback address is assigned to a network card, when the 
operating system sends a signal to that loopback address, it is treated as if the signal had left 
the system and come back in without actually going anywhere. If a computer can successfully 
do this, it indicates that everything above the Data Link layer of the OSI Model is working. If 
it fails to accomplish this task, it indicates that there is a software problem somewhere in the 
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Table 4-4

IP Ranges that have been set 
aside for various uses

ADDRESS START RANGE ADDRESS END RANGE RANGE USE

0.0.0.0 0.255.255.255 Reserved

10.0.0.0 10.255.255.255 Class A private address block

127.0.0.0 127.255.255.255 Loopback address block

128.0.0.0 128.0.255.255 Reserved

169.254.0.0 169.254.255.255  Class B private address Block 
reserved for Private IP address 
allocation (i.e., Microsoft 
automatic private addressing)

172.16.0.0 172.31.255.255 Class B private address block

191.255.0.0 191.255.255.255 Reserved

192.0.0.0 192.0.0.255 Reserved

192.168.0.0 192.168.255.255 Class C private address bock

223.255.255.0 223.255.255.255 Reserved

system. To put things in a simpler form, if I can ping the loopback address, but cannot ping 
an IP address outside of my system, there is a good chance there is something wrong with 
my network card. If on the other hand, I cannot ping the loopback address, there is probably 
something wrong with my operating system.

One other thing that a loopback address can be used for is to simulate a port on a router or 
other network device that is not there. A loopback address can be used to define a nonexistent 
interface on a router, which can then be used to test the router’s overall configuration. Since 
a loopback sends information back into the system as if a return signal is coming from that 
address, when a router sends a signal out a loopback port, the router’s operating system reports 
it as if a success transmission has taken place even though no signal has actually gone anywhere.

IP ADDRESSES SET ASIDE FOR SPECIAL MEANINGS. Finally, there are two 
other IP addresses that are set aside for specific purposes. If an IP address has all 1s in the 
host portion of its address, all devices that contain the same network portion of that address 
should be sent the same signal. This is called a broadcast signal.

If all 0s are in the host portion of an IP address, it indicates that the whole network is being 
referred to. Another way of looking at this is to say that where there are all 0s in the host 
portion of an IP address, it means “this network” or “default network.”

Classless IP addressing
As mentioned in the first paragraph of this section, classful addressing fell out of mainstream 
usage around 1993. What replaced it was something called classless IP addressing. In classless IP 
addressing, the class of an IP address is not even considered. Instead, the portion of an IP address 
that is host and the portion that is network is based solely on the subnet mask. So, the portion 
of the IP address 192.130.227.27 that is network versus the portion that is host can only be 
determined by knowing what the subnet mask is. If the subnet mask was 255.0.0.0, then the 192 
portion of the IP address would be network and the rest would be host. If the subnet mask was 
255.255.0.0, then the network portion would be 192.130 and the host portion would be 227.27. 
Finally if the subnet mask was 255.255.255.0, then 192.130.227 would be the network ID and 
27 would be the host ID. As you can imagine from the previous example, in order for classless 
IP addressing to work, the subnet mask IP address must also be known. Without knowing the 
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subnet mask, it is not possible for the computer to determine which portion of the IP address is 
to be network and which portion is to be host. For this reason, whenever a network address is 
assigned to a computer, it is also necessary to assign the appropriate subnet mask. Without doing 
both, the computer will be unable to communicate to the network.

Classless inter-domain routing (CIDR)
Classless inter-domain routing (CIDR) is a standard notation that came about as a form of 
shorthand that indicates what portion of a given IP address is to be used for network ID and 
what part is to be used for host ID. The CIDR notation takes a form similar to the follow-
ing: 192.130.227.27/n. The IP address of a specific computer is placed first in the notation. 
This example uses 192.130.227.27, but really any IP address can go here. The /n part of the 
CIDR notation is the important part because it indicates how many of the total 32 bits of 
the IP address’ binary form are to be used for the network IP portion. Put another way, the /n 
portion of the CIDR notation tells what the subnet mask is. To illustrate this let’s look at the 
following example: 192.130.227.27/8 indicates that the subnet mask would be 255.0.0.0. If 
the CIDR notation was 192.130.227.27/16 the subnet mask would be 255.255.0.0. Finally, 
if the CIDR notation was 192.130.227.27/24, the subnet mask would be 255.255.255.0. 
However, the /n portion of the CIDR notation is not limited to just 8, 16, or 24. Really 
any number between 1 and 32 can be used, but realistically, only the numbers 2 through 30 
would work to indicate the subnet mask. To be able to properly interpret CIDR notation 
beyond the basic 8, 16, or 24, you need to learn how to convert binary numbers to decimal 
numbers. It is also important to learn how to figure out subnet network ranges from larger 
network ranges. The next few sections of this lesson explain these concepts.

BINARY CONVERSION. To learn how to do subnetting beyond the simple basics already 
discussed, the first thing that a student needs to learn how to do is to convert binary numbers 
to decimal numbers and decimal numbers to binary numbers. Since each octet in an IPv4 
address only contains 8 bits each, we will only concern ourselves with converting binary num-
bers up to 8 bits long.

The first step to doing this is learning what number systems are. In the modern world, we use 
something called a base 10 number system. What this means is that each digit in a modern 
number is a factor of 10 larger than the digit directly to its right. Table 4-5 illustrates this point.

Table 4-5

The base 10 number system 
out to 8 digits

107 106 105 104 103 102 101 100

10,000,000 1,000,000 100,000 10,000 1,000 100 10 1

Using Table 4-5 we can solve basic base 10 numbers pretty easily. The number 14,609,182 
can be placed into Table 4-5 as shown in Table 4-6.

Table 4-6

The number 14,609,182 placed 
into a base 10 number system 
table

107 106 105 104 103 102 101 100

10,000,000 1,000,000 100,000 10,000 1,000 100 10 1

1 4 6 0 9 1 8 2

Looked at this way, the number 14,609,182 can be expressed using the following formula:

((1 � 10,000,000) � (4 � 1,000,000) � (6 � 100,000) � (0 � 10,000) � (9 � 1,000) � 
(1 � 100) �(8 � 10) � (2 � 1))

The base 2 number system works in a similar way. Table 4-7 shows the base 2 number system 
out to 8 digits, called bits in computer terms.
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Table 4-7

The base 2 number system out 
to 8 digits or bits

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

To convert a binary number up to 8 bits long, you place the binary value in the row below 
the decimal values for 2 to whatever power listed above it. To illustrate this explanation, we 
will look at the binary number 11100011, which is actually the third octet of the IP address 
we have been using in all our examples in this lesson. Table 4-8 has this binary value placed in 
Table 4-7 as described.

Table 4-8

Binary value 11100011 in base 
2 number system out to 8 bits

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

1 1 1 0 0 0 1 1

Once we have filled in the table with the correct binary value, we simply add up all the 
decimal values that have a 1 under them. This gives us the simple equation 128 � 64 �
32 � 2 � 1. This equals 227, which is the value in the third octet of the IP address we 
have been using for our examples.

Converting a decimal value to a binary one is also pretty easy. Since we are only using 8 bits for 
our binary values, we will not use any numbers greater than 255 in our examples. The binary 
equivalent of 255 is 11111111 and so that is the largest 8-bit binary number we can use.

To illustrate converting decimal numbers into binary number we will use the value 130. We are 
using 130 because it is the value of the second octet of the IP address we have been using all along.

To convert 130 to binary you start with a table like Table 4-7. We will duplicate that here as 
Table 4-9 to simplify things.

Table 4-9

Base 2 number system out to 
8 bits 

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

Now, looking at the number 130, we see which number in the second row of the table is the 
largest number present that we can subtract from 130 without exceeding 130. In this case, 
128 is the largest possible number we can subtract from 130. Therefore we place a 1 in the 
third row below 128 in the table. This is seen in Table 4-10.

Table 4-10

Base 2 number system out 
to 8 bits with a 1 in the 128 
position

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

1

After that, 130 minus 128 (130 � 128) gives us 2. The smallest number in Table 4-10 that can be 
successfully subtracted from 2 is 2, so we place a 1 in row 3 under the 2 as shown in Table 4-11.
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Since 2 � 2 � 0 and there is no 0 place in the table, we are finished. All that is left is put-
ting a 0 in all the positions that do not contain 1s and you have the binary equivalent of 130, 
which is seen in Table 4-12.

Table 4-11

Base 2 number system out to 8 
bits with a 1 in the 128 and 2 
positions

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

1      1 

Table 4-12

Base 2 number system out to 
8 bits with 1s in the 128 and 
2 positions and 0s in all other 
positions

27 26 25 24 23 22 21 20

128 64 32 16 8 4 2 1

1 0 0 0 0 0 1 0

As you can see in Table 4-12, the binary equivalent of 130 is 10000010. You will be expected 
to convert binary values to decimal and decimal values to binary in some of the labs in this 
lesson using the techniques described here.

FIGURING OUT THE SUBNET MASK USING CIDR. In the CIDR notation such 
as 192.130.227.27/24, the /24 portion of the notation indicates how many 1s to use for 
the subnet mask. In examples like /8, /16, and /24 it is easy to figure out the subnet mask 
because each octet of the subnet mask has eight 1s in it and no 0s. Remember from earlier, 
that if you have 11111111 in binary, it equals 255 because that is the highest decimal number 
possible with 8 bits in a binary number. In other words, /8 is 255.0.0.0, /16 is 255.255.0.0, 
and /24 is 255.255.255.0. The problem comes in when the /n portion of the notation is 
something other than a multiple of 8.

What happens if the CIDR notation is 192.130.227.27/12? The easiest way to look at this 
is to realize that you can use the value 8 to determine the subnet mask in each octet. In the 
example 192.130.227.27/12, if we subtract 8 from this value, we end up with the value 4. 
That means that the first octet has eight 1s in it while the second octet uses the remaining 
four 1s. If an octet has eight 1s in it, it is going to be 255. So the first octet of the subnet 
mask is 255.

Now that the first octet has been determined, the remaining number, in this example is 
4. With 4 now in the /n portion of the CIDR notation, that means the first four places 
in the second octet of the subnet mask starting with the leftmost place are all 1s. In 
binary it would look like 11110000. If this is plugged into Table 4-9, the value converts 
to 240. This means that the value 240 should be in the second octet of the subnet mask. 
Since 4 is smaller than 8, there are no 1s in the last two octets and so they will equal 0. 
The subnet mask that results from the CIDR notation 192.130.227.27/12 is therefore 
255.240.0.0.

Let us look at another example to explain things in another way. This time we will use the 
CIDR notation 192.130.227.27/27. When 8 is divided into 27 the result is 3 with a remain-
der of 3. This means the first three octets of the subnet mask are all full of 1s, but the last 
octet only contains 1s in the first three left positions. In binary the subnet mask would look 
like 11111111.11111111.11111111.11100000. When converting each octet into decimal, 
the result is 255.255.255.224.
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For one final example, let us use the CIDR notation 192.130.227.27/18. When 18 divided 
by 8 the result is 2 with a remainder of 2. This means the first two octets are full of 1s in 
binary, but the third octet only has 1s in the first two positions to the left. Since the last octet 
is not affected by dividing 18 by 8, it contains all 0s. In this way, we can determine that the 
subnet mask for 192.130.227.27/18 is therefore 255.255.192.0. Table 4-13 illustrates how 1s, 
added to the front of an octet based on the number remaining after being divided by 8, can 
be converted to decimal format.

DETERMINING SUB-NETWORK RANGES USING CIDR. While CIDR notation can 
be used to determine subnet mask, it can also be used to determine sub-network ranges as 
well. A sub-network is where a specific network IP address is divided into smaller networks to 
make more efficient use of the available IP addresses.

For example, if a company has three networks they want to build, each network containing 
25 computers, all needing to connect to the Internet, there are two approaches this theoretical 
company could take. One, they could lease rights to three Class C IP ranges from the 
ICANNA, the organization responsible for making sure duplicate IP addresses are not used 
on the Internet. This approach would work, but it would be rather expensive. Alternatively, 
this theoretical company could lease just one Class C IP range from ICANNA and divide it 
up into smaller networks that contain at least 25 IP addresses. This second option will cost 
three times less than the first option.

The key to subnetting a larger network is the subnet mask. In the case of the
company in the example, a Class C IP range is all they need. A Class C IP range has a 
total of 256 IP addresses. The number 256 comes from the range of the last octet,
which is 0 to 255. This includes the number 0 and gives a total of 256 IP addresses.
The 0 IP address cannot be used because it is the network address. Also the 255 IP 
address cannot be used because it is the broadcast address. Only IP addresses 1 through 
254 are actually usable.

For a real-world scenario, let us assume that the Class C IP address range that the company 
bought from ICANNA was 207.253.187.0/24 in CIDR notation. That means the actual 
IP address range that was available to the company would be 207.253.187.0 through 
207.253.187.255. Given the network and broadcast addresses mentioned previously, the 

Table 4-13

Bits remaining after dividing by 
8 with the binary and decimal 
Values they represent

BITS REMAINING AFTER
DIVIDING BY 8 BINARY EQUIVALENT DECIMAL VALUE

0 00000000 0

1 10000000 128

2 11000000 192

3 11100000 224

4 11110000 240

5 11111000 248

6 11111100 252

7 11111110 254

8 11111111 255
CIDR is the preferred 
method in the 
networking industry 
to express sub-
network ranges. It 
is also important to 
understand how to read 
CIDR notation for the 
CompTIA Network� 
Exam.

TAKE NOTE*

There are some other 
alternatives to how the 
theoretical company 
could resolve its IP 
addresses issue for its 
three networks that 
need access to the 
Internet. Some of those 
alternatives will be 
discussed later in this 
Lesson. For the purposes 
of explaining subnetting 
however, we will stick 
with the scenario as it is.

TAKE NOTE*
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actual usable IP address range available to the company would be 207.253.187.1 through 
207.253.187.254. That is a total of 254 possible IP addresses to use in a single network. 
However, the company needs three networks with a minimum of 25 IP addresses in each 
one. The solution for the company is to break up the network range 207.253.187.0 through 
207.253.187.255 into smaller networks.

To understand how to do this, the first thing we need to do is take a look at Table 4-14. 
Understand what Table 4-14 is saying will help you greatly in understanding the subnetting 
process for Class C networks like in the earlier example. Subnetting larger Class A and Class 
B networks is discussed in more detail in a later lesson.

Table 4-14

Values in Subnetting Class C Subnets

  SUBNET    
SUBNET MASK SUBNET MASK NETWORK  USABLE HOSTS USABLE HOSTS
IN BINARY IN DECIMAL INCREMENT NETWORKS NETWORKS AVAILABLE AVAILABLE
FORMAT FORMAT VALUE AVAILABLE AVAILABLE PER NETWORK PER NETWORK

00000000 0 0 0 0 0 0

10000000 128 128 2 0 0 0

11000000 192 64 4 2 64 62

11100000 224 32 8 6 32 30

11110000 240 16 16 14 16 14

11111000 248 8 32 30 8 6

11111100 252 4 64 62 4 2

11111110 254 2 128 0 2 0

11111111 255 1 256 0 0 0

Table 4-14 contains all the information needed to successfully subnet a Class C network. The 
first three columns of the table are consistent for Class A, B, and C networks. The last four 
columns are specific to Class C networks.

Columns 1 and 2 contain the binary and decimal equivalents of what the last octet in a Class 
C network should contain. Even in Class A and B networks the octet that contained the last 
non-0 value would match up to these numbers.

To review what was previously discussed, if a Class C network with the following CIDR 
notation, 207.253.187.0/26 was given, then the subnet mask for that network would be 
255.255.255.192. The last octet contains 192, because the value 26 is three greater than 
24. Put another way 26 divided by 8 gives us 4 with a remainder of 2. This means that the 
fourth octet will use two 1s from the front of its binary value. This gives us the binary value 
of 11000000 in the fourth octet of the subnet mask. When we look at Table 4-14, the binary 
value 11000000 gives the decimal value of 192. This means that the subnet mask in decimal 
format of 207.253.187.0/26 is 255.255.255.192.

Now that we have determined the subnet mask, we need to determine what network ranges 
are available with the given subnet mask. To do this, we need to look at the third column. In 
that column, the increment that goes with the subnet mask value of 192 is 64. This means 
that the network range changes every 64th number in the fourth octet of the IP address. This 
works something like what is shown in Table 4-15.
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As you can see in Table 4-15, by using the information from Table 4-14, it is possible to 
determine what values are used to create sub-networks under the network 207.253.187.0/26 
using the subnet value determined by the /26 portion of this CIDR notation network.

Now for a little bit more information about sub-networking. Just like the first and last value 
in a normal network cannot be used, the first and last range in a group of sub-networks also 
cannot be used. That means that of the 4 potential sub-networks that 207.253.187.0/26 gives 
us, only the middle two are useable. The number of available networks versus the number of 
usable networks is illustrated in the fourth and fifth rows of Table 4-14.

As you remember from earlier in this lesson, the first IP address in an IP range is always 
the network ID and cannot be used for a host value. Keeping that in mind, the first 
usable network is the 207.253.187.64 network, and the second usable network is the 
207.253.187.128 network. This means that the network ranges for each of the networks must 
begin with these IP addresses. Table 4-16 illustrates the absolute network ranges for all the 
networks created using the CIDR notation 207.253.187.0/26.

Table 4-15

Value changes by increments 
of 64 in the last octet of 
207.253.187.0/26

NETWORK NUMBER NETWORK ID

Network 1 207.253.187.0

Network 2 207.253.187.64

Network 3 207.253.187.128

Network 4 207.253.187.192

Table 4-16

Absolute network ranges using 
CIDR 207.253.187.0/26

NETWORK NUMBER NETWORK ID NETWORK RANGE

Network 1 207.253.187.0 207.253.187.0–207.253.187.63

Network 2 207.253.187.64 207.253.187.64–207.253.187.127

Network 3 207.253.187.128 207.253.187.128–207.253.187.191

Network 4 207.253.187.192 207.253.187.192–207.253.187.255

You need to remember that the first and last range in a group of related sub-networks cannot 
be used. Additionally you need to remember that the first and last IP addresses in any given 
range of networks also cannot be used. As such, the last table in this series, Table 4-17, shows 
what the usable network ranges are.

NETWORK NUMBER NETWORK ID NETWORK RANGE USABLE NETWORK RANGE

Network 1 207.253.187.0 207.253.187.0–207.253.187.63 Unusable

Network 2 207.253.187.64 207.253.187.64–207.253.187.127 207.253.187. 65–207.253.187.126

Network 3 207.253.187.128 207.253.187.128–207.253.187.191 207.253.187.129–207.253.187.190

Network 4 207.253.187.192 207.253.187.192–207.253.187.255 Unusable

Table 4-17

Usable network ranges from all 
usable networks created using 
CIDR 207.153.187.0/26
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There are two more columns on Table 4-14. Those two columns are very important for resolving 
the problem that our fictitious company has to resolve. Those two columns have to do with how 
many hosts and usable hosts are available for each sub-network.

In the scenario we stared out this section of the lesson with, a fictitious company needed three 
networks that contained at least 25 hosts each. That same company also bought the Class C 
network range 207.253.187.0/24. Using the information contained in Table 4-14, it is easy 
to determine how to subnet the 207.253.187.0/24 network to accommodate the company’s 
needs. Table 4-18 provides a good reference.Table 4-18

Values in Subnetting Class C 
Subnets

  SUBNET    
SUBNET MASK SUBNET MASK NETWORK  USABLE HOSTS USABLE HOSTS
IN BINARY IN DECIMAL INCREMENT NETWORKS NETWORKS AVAILABLE AVAILABLE
FORMAT FORMAT VALUE AVAILABLE AVAILABLE PER NETWORK PER NETWORK

00000000 0 0 0 0 0 0

10000000 128 128 2 0 0 0

11000000 192 64 4 2 64 62

11100000 224 32 8 6 32 30

11110000 240 16 16 14 16 14

11111000 248 8 32 30 8 6

11111100 252 4 64 62 4 2

11111110 254 2 128 0 2 0

11111111 255 1 256 0 0 0

Looking at the last row on Table 4-18, we see a list of the usable hosts that are allowed 
for each possible sub-network mask. Based on this table, both the 192 sub-network and 
the 224 sub-network, have the appropriate number of hosts available. Sub-network 192 
has 62 usable hosts, and sub-network 224 has 30 usable hosts. However, our fictitious 
company also needs at least three networks. Column 5 in Table 4-18 tells us that 192 
only has two usable networks, so it does not meet the company’s needs. However, 224 
has six available networks, which will work nicely for our company. This means that the 
subnet mask we need to use for our networks is 255.255.255.224. This can be written 
as 207.253.187.0/27 since column 1 shows us that three 1s are taken off the front of the 
last octet.

Using the third column of Table 4-18, we learn that each network in the 255.255.255.224 
sub-network increases by a value of 32. This means, using a table similar to Table 4-19, we 
can map out the networks and IP address ranges we will need to use to accommodate the 
company’s stated needs.

By subnetting the 207.253.187.0/24 network in the manner shown in Table 4-19, the 
company has 6 usable networks with each network containing 30 usable IP addresses. This 
meets the company’s requirements of having three networks with at least 25 host IP addresses 
available for each network.

This entire section of Lesson 4 on subnetting is very important. There will be labs and sce-
narios related to the subnetting section at the end of this lesson.
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Internet Protocol Version 6 (IPv6)

IPv6 is an updated version of the IPv4 protocol that we have just been discussing. As 
mentioned earlier, there are just over 4 billion IP addresses available with IPv4. Even 
with subnetting and some of the other techniques that will be discussed later in this 
lesson that number is not enough to meet our networking needs in the future. In 
response to this foreseen problem, IPv6 was developed and is now in the process of being 
deployed. That said; do not expect to see everything shifting to IPv6 overnight. It will 
take time to transition the old IPv4 infrastructure to the new IPv6 infrastructure. In 
fact, this transition has already been going on for several years. What you will see is an 
accelerated shift to IPv6 over the next few years as more and more of the infrastructure 
is transitioned.

There are a number of features of IPv6 that make it the Internet Protocol of choice. 
One of the biggest features is that IPv6 has a lot more IP addresses to dole out to dif-
ferent Internet capable devices. IPv4 was limited to only a little over 4 billion addresses 
because it only used a 32-bit addressing scheme; 232 gives us 4,294,967,296. That means 
that 4,294,967,296 is the largest number of unique binary IP addresses that are possible 
with IPv4. When you add up the ever-growing number of devices that need access to the 
Internet, you quickly realize that 4,294,967,296 is really not a very large number. IPv6 on 
the other hand, uses 128 bits for its IP addresses. This is 2128, which is equal to a number 
so large it has to be expressed in scientific notation. Essentially the number is 3.4 � 1038 
or 34 followed by 37 zeros.

Another difference between IPv4 and IPv6 is that IPv6 addresses are expressed in hexa-
decimal numbers instead of decimal numbers. Hexadecimal numbers use the base 16 
number system, just like physical addresses do. Hexadecimal numbers use 0–9 and then 
A–F to account for all 16 digits. One reason for this is because humans can separate 32 
numbers and letters in our minds much easier than we can 128 1s and 0s. Furthermore, 
the 32 numbers and letters of the hexadecimal IPv6 address are broken up into two main 
parts. The first 16 hexadecimal digits are the network ID, and the last 16 hexadecimal 
digits are the host number or host ID. This eliminates the need for subnetting for the 
time being. The IPv6 address is further broken up for easy reading because each part of 
the address, the network ID and host ID, is broken into four sets of hexadecimal digits 
separated by a colon.

IPv6 is a newer 
technology in the 
networking industry 
but is steadily growing 
in importance. The 
reason for the growing 
importance of IPv6 is 
because the available 
new IPv4 addresses ran 
out in January 2011.

TAKE NOTE*

Table 4-19

The 207.253.187.0/27 network

NETWORK NUMBER NETWORK ID NETWORK RANGE USABLE NETWORK RANGE

Network 1 207.253.187.0 207.253.187.0–207.253.187.31 Unusable

Network 2 207.253.187.32 207.253.187.32–207.253.187.63 207.253.187.33–207.253.187.62

Network 3 207.253.187.64 207.253.187.64–207.253.187.95 207.253.187.65–207.253.187.94

Network 4 207.253.187.96 207.253.187.96–207.253.187.127 207.253.187.97–207.253.187.126

Network 5 207.253.187.128 207.253.187.128–207.253.187.159 207.253.187.129–207.253.187.158

Network 6 207.253.187.160 207.253.187.160–207.253.187.191 207.253.187.161–207.253.187.190

Network 7 207.253.187.192 207.253.187.192–207.253.187.223 207.253.187.193–207.253.187.222

Network 8 207.253.187.224 207.253.187.224–207.253.187.255 Unusable
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Another reason hexadecimal numbers are used in an IPv6 addresses is because it is very easy 
to convert between binary and hexadecimal numbers. Table 4-20 shows the binary equivalents 
of the hexadecimal characters.

Table 4-20

Binary to Hexadecimal 
conversion table

BINARY VALUE HEXADECIMAL VALUE BINARY VALUE HEXADECIMAL VALUE

0000 0 1000 8

0001 1 1001 9

0010 2 1010 A

0011 3 1011 B

0100 4 1100 C

0101 5 1101 D

0110 6 1110 E

0111 7 1111 F

To convert a binary number to a hexadecimal number, you replace every four 1s and 0s with 
the equivalent hexadecimal value. To convert hexadecimal to binary, you replace every hexa-
decimal value with its binary equivalent.

To illustrate the conversion process, convert the following two examples. Place a space 
after every fourth binary digit to make it easier to read the binary numbers and see how 
they are converted.

The binary value 1100 1101 0011 0110 converts to the hexadecimal value CD36. By the 
same token, the hexadecimal number 40F9 converts to the binary number 0100 0000 1111 
1001. As you can see in these two examples, converting between binary and hexadecimal 
numbering is very straightforward.

There are some other advantages and differences with regard to IPv6 versus IPv4, but the 
main ones are those described here.

One other issue related to IPv6 addressing is the fact that not all 16-bit groups in the IPv6 
address need to be shown. If an IPv6 address has a group of 16 bits that is equal to all 0s then 
that 16-bit section can be skipped. This is shown with two colons next to each other. I will 
show you an example to illustrate this. 

The first example is the hypothetical IPv6 address
13D4:FA97:0000:1258:AD8B:1009:34D6:1800. This IPv6 IP address can be written as 
13D4:FA97::1258:AD8B:1009:34D6:1800 using the method described above. Additionally, 
if there is more than one group of 16 bits next to each other that all have 0000 in them, then 
all of these groups can be skipped using the same technique. This can be illustrated using the 
IPv6 address 13D4:0000:0000:0000:0000:1009:34D6:1800. This IPv6 address can be 
written as 13D4::1009:34D6:1800. You can also use the double colon technique when mul-
tiple groups of 0000 are separated by hexadecimal groups other than 0000. In other words 
13D4:0000:0000:0000: AD8B :0000:0000:1800 can be written as 13D4::AD8B::1800.

EUI-64
Another capability of IPv6 is the ability of a host to automatically assign itself a unique 64-bit 
interface identifier. IPv6 is able to do this without requiring DHCP (discussed in Lesson 6) 
to provide it or having it manually assigned. The way IPv6 does this is by using the IEEE 
standard organization’s EUI-64 format. This format is defined in the IEEE’s Guidelines for 
EIU-64 Registration Authority and RFC 2373. 
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■ How Physical and Logical Addressing Work Together

THE BOTTOM LINE 
This portion of Lesson 4 will discuss how logical addresses and physical addresses work together 
to make sure that data finds its way to the intended destination across a large network.

The purpose of this section of the lesson is to take all the information discussed previously 
and pull it together in a coherent way so that you can picture how the information discussed 
in this lesson is actually used in a simple model network. A series of diagrams is used in this 
section to show each step of addressing a network and how those different types of addresses 
are used to move data along in the network. A brief explanation is given after each diagram 
before moving on to the next. Each one of these diagrams will build on the one used before 
it. For the purposes of this discussion it is assumed that the represented network uses Ethernet 
for both its LAN and WAN portions. This is done to simplify the network and allow us to 
concentrate on how the overall network works rather than worrying about differences in tech-
nology. While it is still very rare to see networks that use Ethernet for their WAN communi-
cations the technology to do so exists and is gradually becoming more common.

Figure 4-1 offers a simple model of a basic internetwork.

Figure 4-1

Simplified form of an 
internetwork

EUI-64 works in two steps. In the first step, the MAC address is divided between the 
Organizationally Unique Identifier (OUI) and the Host portion of the MAC address. 
Between these two portions of the MAC address the hexadecimal value FFFE is added. The 
value FFFE is used because it is the value specified in RFC 2373 and is reserved so that man-
ufacturers cannot use it in their OUIs.

If only the first step is carried out then all that has been done is that a conventional 48-bit 
MAC address has been converted into a 64-bit MAC address called a EUI-64 address. While 
some 64-bit MAC addresses are used, most are of the traditional 48-bit type.

In the second step, as specified in the above documents, the 7th bit of the MAC address is 
inverted so that it is the opposite of what it was previously. This specific bit is called the uni-
versal/local flag. This bit is normally set to 0. To invert this bit, it has to be changed to 1. At 
this point the EUI-64 becomes a Modified EUI-64 address and can now be used by IPv6 as a 
unique interface identifier on a device connected to a network.

If IPv6 had a EUI-64 address to work with from the start, all it would have to do is step 2 in 
order to generate a Modified EUI-64 address. Once this is done, IPv6 can use the generated 
address as a unique interface identifier in the same manner as discussed above.

CERTIFICATION READY
What is EUI-64? How 
does it relate to IPv6?
1.2
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Figure 4-2 includes an added element of capital letters on each network interface. These capi-
tal letters represent the physical addresses, also called the MAC addresses, of each node on the 
internetwork. It is important to notice that along with each computer having a MAC address, 
each individual interface on the routers have also been assigned individual MAC addresses. You 
can think of each interface on a router as being a different network card, therefore it needs to 
have its own unique MAC address as well. You may also notice that the interfaces on the switch-
es do not have a unique MAC address. For the purposes of this illustration, just assume that the 
each port on the switch takes on the MAC address of the computer that is attached to it.

Figure 4-3 shows the different segments or collision domains of the internetwork.

Any large network needs to be broken down into smaller components so that the number of 
computers attempting to communicate on any given network will not overwhelm the capac-
ity of the network. Breaking a network down into smaller components or units also has certain 
security benefits. Each component that a network is broken down into is called a segment. 
Another word used to describe these individual segments are collision domains or broadcast 
domains. In Figure 4-3, routers are the devices used to break down this particular internetwork.

It is important to notice that all the network interfaces within a given segment must have 
unique MAC or physical addresses. If two or more network interfaces within a given segment 

The symbols used in Figure 4-1 are all standard symbols used in networking diagrams to 
represent the various network components. To help you understand, here is an overview of 
what each symbol in the network diagram represents:

• Circular symbols with two arrows pointing outward and two arrows pointing inward 
represent standard routers.

• Rectangular symbols with two arrows pointing in one direction and two arrows point-
ing in the opposite direction represent standard switches.

• Small computers represent network workstations.

• Lightning bolts represent the WAN connection between each router.

• Solid lines between each computer and switch as well as each switch and router 
represent standard Ethernet connections.

Figure 4-2 is the same as the base diagram just introduced, except a new element has
been added.

Figure 4-2

Internetwork with letters 
representing MAC addresses
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An explanation of how 
physical and logical 
addresses work together 
to move data around on 
a network is not part of 
the CompTIA Network 
� Exam. However, 
such an explanation 
is very important for 
understanding how 
networking actually 
works.

TAKE NOTE*

c04NetworkAddressing.indd Page 100  24/01/12  1:24 PM user-f396c04NetworkAddressing.indd Page 100  24/01/12  1:24 PM user-f396 F-402F-402



Network Addressing | 101

Figure 4-3

Internetwork segments
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Figure 4-4

Internetwork segments with 
unique logical addresses
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were to share a MAC address, communications would not work properly within that seg-
ment. Also, you should note that within the same internetwork it is possible to repeat 
MAC addresses so long as the repeated MAC addresses are not within the same segment.

Since routers were used to break this network down into segments, each segment must be given 
its own unique network or logical address as represented by IP addresses (see Figure 4-4). In 
wide area networks (WANs), this type of arrangement is common between different locations.

While it is expected that any given router interfaces and the workstations connected directly to 
them via a switch consist of a single network segment, each link between one router and the next 
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Each interface within a segment then uses the same network portion of the logical address; how-
ever, the last section of the address where the 0 was gets replaced by a different number. This part 
of the logical address is called the host number. By tradition, the router interface for a given seg-
ment receives the number 1 for its host number. For the purposes of this discussion, all the other 
interfaces in the segment receive a number between 2 and 254 in the host portion of their logical 
address. This number range is an effect of how IP network addressing works and is explained 
later in this lesson. Each device within the segment must have a unique host number in its logical 
address. If two or more devices have the same host number in a given segment, the logical address 
conflict message will appear. Please note, every device within a segment must also have the same 
network portion of their logical address. All of this is clearly illustrated by Figure 4-5.

Now that you understand how physical and logical addressing works in an internetwork sys-
tem, we will look at how these two types of addresses work together to move data around in 
the internetwork. To illustrate this, a series of diagrams stemming from the previous series of 
diagrams are used.

Figure 4-5

Internetwork 
segments with 
unique logical 
addresses assigned 
to each device 
based on the 
network address 
of each segment
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is also considered a network segment. The reason for this is based on how network devices com-
municate with each other and will be discussed in more detail later in this section. Since the con-
nection between the interfaces of two directly connected routers is considered a segment, each of 
these mini-segments needs to have its own network address. This can be seen clearly in Figure 4-4.

While each segment must have a unique network address, each network interface within each 
segment must also have a unique network or logical address. The network address for each 
device with the segment must contain the network address of the entire segment as well as a 
unique identifier for each interface (see Figure 4-5).

In Figure 4-5, each network segment is given a logical address that ends in a 0 in the last section 
of the address. In this diagram, that is the logical address for that entire segment. The portion of 
the logical address that is not the number 0 in our diagram is called the network address.
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Figure 4-6 shows a source computer with the logical address 192.130.227.2 and the physi-
cal address D which needs to send data to a destination computer with the logical address 
192.130.231.4 and the physical address Z.
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Figure 4-6

Source computer 
on one end of 
the internetwork 
and its intended 
destination on 
the other

At this point it is important to note that frames can only be moved within a given segment 
by a computer. It is also important to note that a computer only contains a record of the 
physical addresses within its own segment. A computer is unable to know what the physical 
address of a computer located in a different segment is. In this scenario, the source computer 
needs to communicate to a computer in a totally different segment of the internetwork.

This presents a certain amount of difficulty if all we had to work with were physical address-
es. However, we also have the logical address to help us. Put another way, the physical address 
is used to move a frame of data within a segment, and the logical address is used to deter-
mine the best route the frame can take to move across multiple segments. In order to move a 
data frame across an internetwork, it is necessary to reset the source and destination physical 
addresses at each step along the route, called a hop (Figure 4-7), while maintaining the same 
logical address so as to keep the frame on the proper course.

The source computer does not know the physical address of the destination computer; how-
ever, it does know the physical address of the router that is connected to the segment that it is 
part of. The computer also knows that if it does not know the physical address of the destina-
tion computer, it is to send the data frame to the router. In order to do this, the computer 
sets the destination physical address of the data frame to A, which is the router’s physical 
address, while leaving the logical address set to the actual destination computer. This allows 
the computer to pass the data frame to the router and completes the first hop necessary to 
reach the data frame’s ultimate destination. Moving the data frame from the source computer 
to the first router completes the first hop. The second hop is illustrated in Figure 4-8.
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Figure 4-7

Source computer 
knows the physical 
address of the router 
that is part of its 
segment. Logical 
addresses are 
unchanged, but the 
destination physical 
address is changed 
to that of the route
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Figure 4-8

Logical addresses 
stay the same but 
the source physical 
address changes to 
A and destination 
physical addresses 
changes to J
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Once the router receives the data frame from the computer, it analyzes the logical address of 
the data frame to see if it should be passed on to a segment directly connected to the router. 
In this instance, the router is able to determine that the ultimate destination is not one of the 
segments directly connected to it, so it passes the data frame on to the next router down the 
network. In order to do this, the router leaves the logical addresses untouched, but changes 
the source physical address to its own address of A and changes the destination physical 
address to J, which is the physical address of the next router down the network. Now the 
data frame is able to travel to the next destination on its journey to its ultimate destination. 
Moving the data frame from the first router to the second router completes the second hop. 
The third hop is illustrated in Figure 4-9.
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Figure 4-9

Logical addresses 
stay the same 
but the source 
physical address 
changes to J 
and destination 
physical addresses 
changes to T

Once the next router receives the data frame from the previous router, it too analyzes the 
logical address of the data frame. Again the router determines that the destination of the data 
frame is not in a segment directly connected to it, so it again changes the source and destina-
tion physical addresses. The new source physical address is J and the new destination physical 
address is T. The logical addresses are not touched. Once more the data frame is passed on to 
the next router down the network. Moving the data frame from the second router to the third 
router completes the third hop. The final hop in this example is illustrated in Figure 4-10.

The third router also analyzes the logical addresses of the source and destination of the data 
frame and realizes that the destination logical address matches the logical address of a com-
puter that is directly connected to one of the segments it controls. Once the router knows 
this, it changes the physical source to match its own physical address of T and changes the 
destination physical address to Z, which is the physical address of the computer the data 
frame is intended for. The data frame is then able to move from the router to the appropriate 
computer and in this way the data frame is able to reach its ultimate destination. This com-
pletes the fourth and final hop of the data frame.

CERTIFICATION READY
How do MAC addresses 
(also known as physical 
addresses) and logical 
addresses (also known 
as IP addresses) work 
together? Are MAC 
addresses and IP 
addresses the same 
thing? Do they have 
the same or different 
formats?
1.3
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In summary, throughout the passage of the packet through the internetwork, the logical 
addresses do not change. However, at each step along the route to the destination computer, 
the physical source and destination addresses are changed to match the computers or rout-
ers the packet has to pass through to reach its ultimate destination. In this way, physical 
addresses are used to move the data frame across the internetwork, while logical addresses are 
used to keep the data packet on course so that it is able to reach its appropriate destination.

Broadcast Domains verses Collision Domains

Two concepts that are related to addressing and how different types of addresses works together 
are the concepts of Broadcast Domains and Collision Domains. Both types of domains are 
similar but are also different. 

When all the devices on a network or a segment are connected together in such a way that 
they are all able to receive the same broadcast signal from the one computer we have some-
thing called a Broadcast Domain. For a device to be considered part of a single broadcast 
domain, the signal received cannot pass through a switch, router, or similar device. This is 
called a broadcast domain because all the devices within the domain are able to broadcast a 
signal that can be received by all the other devices in the domain.

A collision domain is similar but slightly different. When two or more devices on the same 
segment or network are able to cause their signal to interfere with the signal from another 
device on the same segment or network we have what is called a Collision Domain. It is 
called a collision domain because when two signals interfere with each other in this way it is 
called a collision.

Following is a real world example that may help illustrate the differences between a broadcast 
domain and a collision domain. I you had a network device called a hub and connected as 
many computers to that hub as it will support, you can create both a collision domain and a 
broadcast domain. The resulting construct would be a collision domain because all the devices 
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Figure 4-10

Logical addresses again stay 
the same, but the source physi-
cal address is changed to T 
and the destination physical 
address is changed to Z

CERTIFICATION READY
What is a broadcast 
domain? What is a 
collision domain? What 
is the difference between 
the two?
1.4
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■ Other Addressing Technologies

THE BOTTOM LINE 

This section of Lesson 4 discusses different addressing technologies such as supernetting, 
NAT, DHCP, and the different methods computers on a network use to send packets to 
each other.

connected to the hub have the potential of their signals interfering with the signal of one or 
more other devices connected to the hub. The reason for this is based on the nature of how a 
hug works. At the same time, all the devices connected to the hub would also be a broadcast 
domain. The reason the resulting construct is a broadcast domain is because when one device 
on the hub sends out a broadcast; all the other devices on the hub will receive that broadcast.

Now let us take a similar situation but use a switch instead. A switch is especially designed 
so that any one device connected to the switch is only able to communicate directly to only 
one other device. As a result of this, a collision domain cannot form. The reason a collision 
domain cannot form is because the two devices communicating to each other know about the 
communication and so their signals do not interfere with each. If two or more signals cannot 
collide with each other, then a collision domain cannot form. However, if a device connected 
to the switch chooses to send out a signal using the broadcast address discussed previously, all 
the devices connected to the switch will receive the broadcast signal. In this way the switch 
does form a broadcast domain. 

To summarize, when a network connectivity device called a hub is used to connect multiple 
devices together then both a collision and a broadcast domain are formed. However, if a net-
work connectivity device called a switch is used in place of the hub, then a collision domain 
cannot form because of how a switch works, but a broadcast domain is formed.

As previously mentioned, aside from subnetting, there are other technologies available to 
stretch out the limited number of IPv4 addresses that are available. Some of these technolo-
gies are discussed in this section.

Supernetting

The first technology to be discussed is supernetting. Simply put, supernetting is the pro-
cess of combining several IP ranges, usually Class C ranges, into one larger network. For 
example, in our opening scenario, if John had two IP address ranges, say 204.214.56.0 and 
204.214.57.0, he could combine them, or supernet them, into one aggregate range of IP 
addresses. What John would have to do is use the CIDR notation of 204.214.56.0/23. The 
/23 portion of the CIDR notation, indicates that the first 23 bits of the IP address are the 
network ID while the last 9 bits are used for the host ID. This would result in a network 
range that supported one network with 512 hosts, minus the first and last host IDs, which 
are used for network ID and broadcast IDs, respectively.

Network Address Translation (NAT)

Network Address Translation, or NAT, and is another technology used to stretch out the 
limited number of IP addresses available with IPv4. This is a technology that many people 
use and do not even realize they are doing so. If you have more than one computer at home 
that can get on the Internet, but only one Internet connection coming into your house, you 
are using NAT technology.

NATing, the process of using NAT technology, works by taking an IP address coming in from 
an ISP or other location and using that one IP address to allow all Internet-enable devices to 

CERTIFICATION READY
What does NAT stand 
for? When is it used?
2.1
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which it is connected to access the Internet. In this way, only one IP address is used to get on 
the Internet, and multiple devices can use that one IP address to do so.

One good example of this is the network located in the average user’s home. One IP address 
comes into your house from the “modem” provided by your ISP. That “modem” is intended 
to connect directly to only one computer and only that computer is supposed to have Internet 
access. However, that is not what happens in most people’s homes. Instead of connecting the 
“modem” to a single computer, most people connect the “modem” to a router/switch or some 
other type of access point. From that access point, they then connect all their computers and 
other network-enabled devices in the house. In order for all the different devices to access the 
Internet via just one IP address, the router/switch has to keep track of each device attempt-
ing to connect to the Internet and which device is asking for which connection. That is called 
NATing. Figure 4-11 illustrates how NATing works in a small home environment.

Internet In From ISP
203.27.97.86

Computer 1
169.254.34.101

Computer 3
169.254.34.103

Computer 2
169.254.34.102

Router/
Switch

Figure 4-11

Diagram of a how a basic NAT 
setup may look in a home 
environment

Figure 4-11 is a hypothetical setup for a home network. An ISP comes into the home via 
a “modem” and assigns the IP address 203.27.97.86 to allow access to the Internet via that 
modem. However, the family has more than one computer in the house from which they 
want to access the Internet. To accomplish this, instead of connecting the modem to just one 
computer and limiting their Internet access to just that computer, they connect the modem 
to a router/switch instead. The router/switch that the modem is connected to has the ability 
to take the one IP address from the ISP and match it to the IP addresses of all the computers 
in the home. This is called Network Address Translation, or NAT. When one of the comput-
ers connects to the Internet, the router/switch changes the source IP address of the requesting 
computer to the IP address given to it by the modem and then sends the request out onto 
the Internet. When the response comes back from the Internet, the router/switch remembers 
which port requested a response from that specific website and sends the response message 
out to the local computer that asked for it via the appropriate port on the router/switch.

The situation is also sometimes called Network Masquerading because with NAT in place, the 
effective result is to hide the entire network address space on the inside of the router/switch 
from the ISP allowing access to the network or the Internet as a whole. The “inside” of the 
router/switch refers to the side of the router/switch that connects to a local network. The 
“outside” of the router/switch is the side of the router/switch that connects to the ISP, the 
Internet, or any other network outside of the local network.

SOURCE NETWORK ADDRESS TRANSLATION (SNAT)
The previous description of how NAT works in a home environment is actually an example 
of a very specific type of NAT called Source Network Address Translation or SNAT. SNAT 
is an example of what happens when the router/switch in charge of the NAT process for 
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a network changes the source IP address of the request going out of the local network. As 
changing the source address is the method used to trick the modem in the earlier example, 
SNAT is the NAT method used in that situation.

PORT ADDRESS TRANSLATION (PAT)
PAT or Port Address Translation is what NAT uses to keep track of which device asked for 
which piece of information. A table found in a device that is using PAT keeps track of pub-
lic and private addresses so that data can be routed accordingly once it is received back at the 
network based on the stored port address.

Public versus private
Public versus private addresses refers to two types of IP addresses. Public IP addresses are IP 
addresses that can be used on the Internet. Private IP addresses on the other hand cannot 
be used on the Internet. There are two types of networks that refer to the type of IP addresses 
being used. If the network is intended to have direct access to the Internet, then it is called a 
public network and the IP addresses used on that network must be registered with a group 
called the Network Information Center. If a network is not intended to connect directly to 
the Internet, but uses an intermediary like NAT to allow access to the Internet, then the net-
work is called a private network. The IP addresses used in a private network do not have to 
be registered with the Network Information Center.

In the case of private IP addresses, there are three ranges of addresses that have been set aside 
by the Network Information Center that can never be used on public networks. These are the 
address ranges that have been set aside for this purpose:

• 10.0.0.0 to 10.255.255.255

• 172.16.0.0 to 172.31.255.255

• 192.168.0.0 to 192.168.255.255

Many businesses will use one of these ranges for their own internal IP addressing schemes, 
and then use some form of NAT to link their internal private network to the Internet or 
some other public network.

Automatic Private Internet Protocol Addressing (APIPA) Service
Another IP address range that would be considered a private IP address range is a range that 
Microsoft has purchased. The range in question is 169.254.0.1 to 169.254.255.254. This 
range was purchased by Microsoft to be used in their Automatic Private Internet Protocol 
Addressing (APIPA) Service. This range is only used by Microsoft operating systems and acts 
as a failover in case there is a problem with trying to connect to an IP address range in some 
other way. Specifically APIPA is intended to take over if an automatic addressing protocol 
called DHCP does not work or is not implemented in a network. DHCP is discussed in the 
next section of this lesson.

The previous situation is most commonly seen in home network environments. In this case, if a 
home user has not set up DHCP or does not know how to set up DHCP, then Windows will take 
over the process of assigning IP addresses to the computers in the home network. The IP addresses 
assigned by Windows will come from the range specified earlier. This allows home computers to 
link together into a network without the end user having to know how to set things up.

Many router/switches that are designed for use in home environments will also automatically 
set up NAT based off the IP addresses assigned by Windows. This is why many home net-
works running Windows simply work without the end user knowing what is going on.

PULLING NAT ALL TOGETHER
Now that we have discussed what NAT, SNAT, PAT, public and private IP addressing, 
and APIPA are, we can now explain how it all works together. Figure 4-12 illustrates the 
whole process.

CERTIFICATION READY
What is the difference 
between public and 
private networks?
1.3

CERTIFICATION READY
What role does PAT 
play in installing and 
configuring routers and 
switches?
2.1

CERTIFICATION READY
What is APIPA? Describe 
how APIPA works.
1.3
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Figure 4-12 illustrates all five of the topics we just discussed. The IP address on the modem 
from the ISP is an example of a public IP address that is allowed to get on the Internet. The IP 
addresses on the home computers illustrate both private IP addresses and APIPA addressing. 
The IP addresses on the computers are private IP addresses because they are not allowed on the 
Internet. The same IP addresses are also part of the range that Microsoft uses for its Automatic 
Private IP Addressing Service. The computers received these IP addresses because the person 
who set up the home network simply let Microsoft assign IP addresses as it saw fit.

The final piece of Figure 4-12 is the NAT portion of the diagram. All the NAT functions 
take place on the router/switch. The first thing the router/switch does is take each of the pri-
vate IP addresses it is connected to and assigns port addresses to them. This is seen below the 
PAT heading. The :25381, :25382, and :25383 that are added on the end of the IP address 
are the ports the router/switch assigned to each IP address. This process is called Port Address 
Translation or PAT.

Whenever one of the computers in the home network wants to connect to the Internet, the 
router/switch substitutes the IP address 203.97.27.86 for that computer’s true IP address. 
However, the router/switch keeps the port address assigned by PAT the same. This is called 
Source Network Address Translation, or SNAT. Changing the source IP address allows the 
computer that wanted to get on the Internet to do so, while leaving the port address alone 
enables the router/switch to make sure that any response from the Internet gets to the correct 
computer on the home network.

PAT and SNAT working together in this manner is called Network Address Translation, or 
NAT. In order for NAT to work, a router/switch or other networking device needs to be able 
to do PAT and SNAT as both are components of NAT.

Assigning IP Addresses

Because IP addresses are logical addresses, they have to be assigned by the network adminis-
trators. There are several ways that network administrators can go about doing this.

STATIC ADDRESSING
The oldest way to assign IP addresses is called static IP addressing. In static IP addressing all IP 
addresses had to be assigned manually by the network administrator. This meant that the net-
work administrator had to go to each computer individually and manually assign an IP address 
to it. This resulted in a lot of extra work and required very good record keeping on the network 
administrator’s part to make sure that a particular IP address was not used more than once.

Figure 4-12

Diagram of a how a basic NAT 
setup may look in a home 
environment with SNAT and PAT

Internet In From ISP
203.27.97.86

169.254.34.101.25381
169.254.34.102.25382
169.254.34.103.25383

203.27.97.86.25381
203.27.97.86.25382
203.27.97.86.25383

PAT

NAT
SNAT

Computer 1
169.254.34.101

Computer 3
169.254.34.103

Computer 2
169.254.34.102

Router/
Switch

CERTIFICATION READY
What role does 
NAT/PAT play in installing 
and configuring a 
basic firewall?
5.5

c04NetworkAddressing.indd Page 110  24/01/12  1:24 PM user-f396c04NetworkAddressing.indd Page 110  24/01/12  1:24 PM user-f396 F-402F-402



Network Addressing | 111

While static IP addressing required a lot of extra work, there are still some situations where it 
is preferred. The main situation where static IP addressing may be preferred is in the case of 
network security. In any systems that do not require that IP addresses be assigned manually, 
the IP addresses used on a network get broadcasted. This makes it possible for a hacker to 
listen in on a network and build a reliable map of the layout of the network over time. This 
makes it easier for the hacker to then come in later and compromise the network for his or 
her own purposes.

Static IP addressing is mainly used today in conjunction with dynamic IP addressing. In this 
situation, the majority of the network uses dynamic IP addressing, but specific routes or com-
puters that you wish to remain hidden are assigned static IP addresses.

DYNAMIC ADDRESSING

Because of the large amount of administrative work required of the network administrator 
when static IP addressing is used exclusively in a network, computer scientists began looking 
for ways to automate the process of assigning IP addresses. After some experimentation, they 
settled on something called Dynamic Host Configuration Protocol (DHCP), which is used 
for dynamic IP addressing.

Dynamic host configuration protocol (DHCP)
DHCP is a protocol that was developed to allow IP addresses to be assigned dynamically without 
requiring constant input from the network administrator. This new protocol greatly reduced the 
network administrators’ workload and is the preferred method used in modern networks to assign 
IP addresses. Once DHCP is set up on a DHCP server, IP addresses are automatically assigned to 
client computers as they come onto the network or as their old IP addresses expire.

Figure 4-13 explains how DHCP is used in modern networks. One important thing to notice 
about this figure is that the clients as well as the DHCP server are all connected to the same 
switch. When computers and servers, as well as other network devices, share a common 
switch, that group of devices is called a segment. In Figure 4-13, the clients and the DHCP 
server are all on the same segment. This is important because for DHCP to work there must 
be a DHCP server on the same segment as the clients that wish to use the DHCP server to 
obtain IP addresses.

Figure 4-13

Network segment with a DHCP 
server and clients

Client

DHCP Server

Client

Client

Client

Client

CERTIFICATION READY
What is the difference 
between static and 
dynamic IP addressing?
2.3

CERTIFICATION READY
What is DHCP and how 
is it used in a network?
2.3
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For the purposes of this illustration, we will assume that the DHCP server has been set up 
and configured correctly. Once this is done, any time a client comes onto the network the fol-
lowing DHCP steps take place:

• DHCPDISCOVER: This step originates with the client. First the client broadcasts a sig-
nal to the IP address 255.255.255.255. This IP address indicates that the packet is to go 
to every computer on the segment. The packet broadcasted by the client is a request for 
an IP address from any DHCP server that may be present. This step is called the DHCP 
Discovery.

• DHCPOFFER: This step originates with the server. Once the DHCP server receives the 
broadcasted request, it sends an offer to the client making the request. This offer con-
tains the proposed IP address of the client matched to that client’s MAC address. The 
offer from the DHCP server includes terms that specify how long the client is allowed to 
use the proposed IP address.

• DHCPREQUEST: This step originates with the client. Because there may be more than 
one DHCP server on a given segment, the client sends a second broadcast to the entire 
segment stating which DHCP offer it is accepting. Any DHCP servers that did not have 
their offer selected withdraw their offers when they receive this broadcast.

• DHCPACKNOWLEDGMENT: In this stage, the server whose offer was accepted by 
the client sends a packet directly to the requesting client defining the usage terms for the 
IP address and any additional configuration information the client may have requested 
or may need to automatically configure the new IP address.

Figure 4-14 illustrates the steps just explained. Additional information about DHCP will
be discussed in Lesson 5.

Figure 4-14

Network segment with a DHCP 
server and clients 

2

4

5

3
1

1

2

3

4

5

DHCP client DHCP server

DHCP client begins its
boot up process.

DHCP client issues a
DHCPDISCOVER request.

DHCP server processes
the DHCPDISCOVER
request and issues a
DHCPOFFER message.

DHCP client receives
DHCPOFFER messages and
issues a DHCPREQUEST
message to the DHCP server
it has accepted.

DHCP server then issues
a DHCPACK message to the
client initializing the lease.

As DHCP is described here, a different DCHP server would be required for each network 
segment. If you have a network with a large number of segments, this may not be the 
optimal setup to have. In that situation, there are a couple of different solutions that are 
available. One such solution is to have a DHCP server attached to a port on a switch
that is part of several VLANs. This solution is described in Lesson 6. A second alternative 
is to have DCHP Relay Agents running on your network. A DHCP Relay Agent is a pro-
tocol that relays DHCP messages between clients on one sub-network and a DHCP server 
located on a different sub-network if both sub-networks are part of a larger interconnected 
network.
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S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• About physical addressing.
• About logical addressing.
• About IPv4 and its limitations.
• How to convert binary to decimal and decimal to binary.
• What subnetting is and how it works.
• How to determine subnets.
• About IPv6 and its advantages.
• How physical and logical addressing work together to move packets around a network.
• What NAT is and how it works.
• About public versus private addressing.
• How SNAT and PAT are necessary for NAT to work.
• About static IP addressing.
• About dynamic addressing.
• How DHCP works.
•  What unicast, broadcast, and multicast are and when they are used.

Addressing Schemes

The Addressing Schemes discussed here, have to do more with how computers address or 
send signals to each other rather than how a person would go about giving them addresses. 
There are three main types of addressing that computers use to communicate with each other. 
Those three methods are unicast, broadcast, and multicast:

• Unicast: Refers to a computer sending a packet to only one computer at a time. 
The source computer sends a unicast packet only to the computer that the packet is 
intended for. Most network traffic uses this sort of communication for normal net-
work activity.

• Broadcast: Communication from one computer to all available computers on the 
network. Where unicast sends communications from just one computer to one other 
computer, broadcast is used when a packet or message needs to be sent to all comput-
ers on a network or segment. We already saw one situation where a broadcast was 
used when we discussed DHCP. In DHCP, broadcast communications are used by 
the client for two purposes: to send a request out to the entire segment looking for 
a DHCP server and to send a message out to the entire network segment, which lets 
all computers know that it had chosen a specific DHCP server’s offer. Another situ-
ation where a broadcast communication may be used is to alert all computers on the 
network about a problem on the network or to update the state of a router or other 
network device on the network.

• Multicast: Multicast is kind of a compromise between unicast and broadcast. 
Multicast communications are used to send packets to multiple computers at one 
time, but not to all computers on the network. A multicast is used if several comput-
ers need the same information, but all computers do not. A good example of where
a multicast may be used is to stream video to several computers on the network at
one time.

CERTIFICATION READY
What is unicast?
1.3

CERTIFICATION READY
What is the difference 
between a multicast and 
a broadcast?
1.3
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Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. All network interface cards come with a built in address called a __________________.

 2. A _________________________ is an address that has to be assigned to a computer in 
some way once it is on a network.

 3. The two main Internet layer protocols that are used in TCP/IP are __________ and 
__________.

 4. ____________ is the process used by a computer to determine which part of an IP 
address is to be used for the network IP and which part is to be used for the host ID.

 5. The process of one computer communicating to just one other computer on a network 
is called ___________________.

 6. When one computer sends data to multiple computers on a network but not all of them, 
it is called ______________________.

 7. When one device on a network needs to communicate to every device on the network at 
the same time it is called a ______________________.

 8. NAT stands for ___________________________.

 9. SNAT stands for ____________________________.

 10. PAT stands for ___________________________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. The process of comparing the binary subnet mask with the binary IP address is called 
what?
a. ANDing
b. Classful IP addressing
c. Logical addressing
d. Supernetting

 2. What is the first half of a physical address called?
a. Port address
b. MAC address
c. Organizational Unique Identifier
d. Subnet

 3. What address range is used for APIPA?
a. 10.0.0.0 to 10.255.255.255
b. 169.254.0.1 to 169.254.255.254
c. 172.16.0.0 to 172.31.255.255
d. 192.168.0.0 to 192.168.255.255

Knowledge Assessment

c04NetworkAddressing.indd Page 114  24/01/12  1:24 PM user-f396c04NetworkAddressing.indd Page 114  24/01/12  1:24 PM user-f396 F-402F-402



Network Addressing | 115

 4. The protocol most commonly used for automatically assigning IP addresses in large 
networks is which of the following?
a. Dynamic IP addressing
b. DHCP
c. NAT
d. APIPA

 5. ____________________ is the name of the numbering system used to uniquely identify 
MAC addresses in a human readable format.
a. Binary
b. Octal
c. Decimal
d. Hexadecimal

 6. An IP address that is not intended to be used on the Internet is called what?
a. Private IP address
b. Public IP address
c. Static IP address
d. Dynamic IP address

 7. A group of network protocols that are designed to work together is called a 
____________________.
a. Protocol suite
b. Automatic Private Internet Protocol Addressing
c. Supernetting
d. IP Protocol

 8. _____________ uses a dot decimal format to express its addressing in human readable 
format.
a. IPv6
b. TCP
c. IPSec
d. IPv4

 9. A _______________ is a network that can access the Internet directly.
a. Private network
b. CIDR
c. Public network
d. Multicast network

 10. Classless IP addressing is IP addressing that is characterized by which of the following?
a. A lack of manners
b. By being very uncool
c. The use of subnet masks to determine network IDs
d. By using NAT to determine its host IDs

Scenario 4-1: Subnetting 201.144.32.0/24 for 2 Networks and 48 Hosts

You are the WAN engineer for Widgets International. Your company has just purchased 
the IP network range 201.144.32.0/24. Your company needs two networks with 48 hosts 
per network using this IP network range. How do you subnet this IP network? What is 
the subnet mask you should use? What network address would you use? How would you 
write this in CIDR notation? What are the usable networks and ranges that you can use to 
accomplish your company’s directive?

■ Case Scenarios

It may be easier to 
complete the lab 
exercises before 
attempting to answer 
these two scenarios.

TAKE NOTE*
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Scenario 4-2: Subnetting 192.53.245.0/24 for 3 Networks and 30 Host

You are the WAN engineer for Diver Master Services, Inc. Your company has just pur-
chased Divers Unlimited, Ltd. Between the two companies, you need three networks of 
at least 24, but no more than 30, computers each. When your company purchased Divers 
Unlimited, Ltd. your company also acquired the IP address range 193.53.245.0/24. As the 
WAN engineer, how can you break up this network range to create the networks your com-
bined company needs? How would you denote this using CIDR? What subnet mask should 
you use? What network addresses should you use? What are the IP ranges of the three sub-
networks you will need? What are the usable IP ranges of the three sub-networks you will 
need?

c04NetworkAddressing.indd Page 116  24/01/12  1:24 PM user-f396c04NetworkAddressing.indd Page 116  24/01/12  1:24 PM user-f396 F-402F-402



Network Addressing | 117

Lab Exercises
■ Lab 1

Converting Binary to Hexadecimal and Hexadecimal to Binary

The purpose of this lab is to familiarize the students with converting binary values to 
hexadecimal values and hexadecimal values to binary values.

This lab is important to the student because many values in network, programming, and 
computer troubleshooting are expressed in the hexadecimal number system. Some examples 
are physical addresses, IPv6 addresses, memory addresses, and I/O addresses. Throughout the 
students career he or she will need to recognize what hexadecimal numbering looks like and 
be able to translate it.

MATERIALS
• Notepad

• Pencil

DO THE LAB

Convert between Binary and Hexadecimal Values

 1. Using Table 4-20 from the lesson, convert the following binary values to hexadecimal 
values. Write the hexadecimal value in the right column of this table.

1001 1101 1111 0010

0010 0111 1000 0010

0001 1010 0000 1101

1111 0110 1001 0100

0000 0111 1110 0110

1001 0111 1100 0100

0011 1100 0110 1111

0100 1101 0010 1110

 2. Using Table 4-20 from the lesson, convert the following hexadecimal values to binary 
values. Write the binary value in the right column of this table.
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A890

72E5

0010

120F

ABCD

1234

FEDC

9D48

■ Lab 2

Converting Binary to Decimal and Decimal to Binary

The purpose of this lab is to familiarize the students with converting binary values to decimal 
values and decimal values to binary values.

This lab is important to the student because many values in network, programming, and 
computer troubleshooting are expressed in the binary number system. Converting from 
decimal to binary and binary to decimal is also an important step in learning how to 
manually subnet a network.

MATERIALS
• Notepad

• Pencil

THE LAB

Convert between Binary and Decimal Values

 1. Using Table 4-7 from the lesson, convert the following binary values to decimal values. 
Write the decimal value in the right column of this table.

10011100

11111111

11011100

00111000

00011000

10000001

11000110

00000110
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 2. Using Table 4-7 from the lesson, convert the following decimal values to binary values. 
Write the binary value in the right column of this table.

197

23

243

255

128

160

242

192

■ Lab 3

Determining the Subnet Mask of an IP Network Address in CIDR Notation

The purpose of this lab is to familiarize students with determining the subnet mask of an IP 
network address when the student has been given the IP network address in CIDR notation.

This lab is important to the student because it will help them begin to correctly interpret 
CIDR notation and help them on their way to being able to determine the subnet ranges of 
an IP network address when seeing it in CIDR notation.

MATERIALS
• Notepad

• Pencil

DO THE LAB

Determine the Subnet Mask

Using Table 4-12 from the lesson, the student needs to determine the subnet mask for the 
following IP Network Addresses presented in CIDR notation. Write the subnet mask in the 
right column of this table.

 205.23.189.0/24

 157.234.0.0/16

 12.0.0.0/8

 209.34.81.0/27

 167.55.0.0/18

 15.0.0.0/12

 197.245.1.0/30

 201.23.143.0/26
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■ Lab 4

Determining the Subnet Mask and IP Ranges of a Class C IP
Network Address in CIDR Notation

The purpose of this lab is to familiarize the students with determining the subnet mask and 
IP Address ranges of an IP Network Address when the student has been given the IP Network 
Address in CIDR notation.

This lab is important to the student because it will help them to begin to correctly interpret 
CIDR notation and help them on their way to being able to determine the subnet ranges 
of an IP Network Address when seeing it in CIDR notation. It will also begin to familiarize 
the student with the process of determine IP Address ranges in a subnet as defined by the 
CIDR IP Network Address. Once the student is able to successful interpret IP Address ranges 
for a Class C sub-network, they will have begun to understand the basics of interpreting 
the IP Address ranges of non Class C sub-network. This Lab will give the student a basic 
understanding to start with when the topic of interpreting non Class C sub-network ranges is 
discussed in a later lesson.

MATERIALS
• Notepad

• Pencil

DO THE LAB

Determine the IP Ranges and Subnet Mask
from CIDR Notation

Using Table 4-14 from the lesson, determine and write down the subnet mask, all IP address 
ranges, the usable IP address ranges, and the usable IP addresses for the following IP network 
addresses presented in CIDR notation.

Using the information found in Table 4-14, create a table similar to Table 4-19 for each of 
these CIDR notation values:

 193.56.132.0/26

 206.112.213.0/28

 199.123.45.0/27
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Protocol Suites Explain the purpose and 1.3
 properties of IP addressing.
 • IPv4 vs. IPv6 (formatting)
 Identify common TCP and UDP 1.5
 default ports.
 • SMTP – 25 
 • HTTP – 80
 • HTTPS – 443
 • FTP – 20, 21
 • TELNET – 23
 • IMAP – 143
 • RDP – 3389
 • SSH – 22
 • DNS – 53
 • DHCP – 67, 68
 Explain the function of common 1.6
 networking protocols.
 • TCP
 • FTP
 • UDP
 • TCP/IP suite
 • DHCP
 • TFTP
 • DNS
 • HTTPS
 • HTTP 
 • ARP 
 • SIP (VoIP) 
 • RTP (VoIP) 
 • SSH 
 • POP3 
 • NTP 
 • IMAP4 
 • Telnet 
 • SMTP 
 • SNMP2/3 
 • ICMP 
 • IGMP 
 • TLS

Network Protocols 5LESSON
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 Given a scenario, use 4.3
 appropriate software tools 
 to troubleshoot connectivity 
 issues.
 • Ping
 • Tracert/traceroute

How Protocols Work Together

Routing Protocols Explain the purpose and 1.4
 properties of routing 
 and switching.
 • EIGRP
 • OSPF
 • RIP
 • Link state vs. distance 
     vector vs. hybrid
 • Static vs. dynamic
 • Routing metrics

  • Hop counts 
  • MTU, bandwidth 
  • Costs 
  • Latency 
 • Next hop
 • IGP vs. EGP 
 • Routing tables 
 • Convergence (steady state)
 Given a scenario, install 2.1
 and configure routers 
 and switches.
 • Routing tables

K E Y  T E R M S

checksum

convergence

Denial of Service (DoS) attack

distance vector routing protocol

dynamic routing

hybrid routing protocol

link state routing protocol

metrics

next hop

ping

port address

protocol

protocol stack

protocol suite

Request for Comment (RFC)

routed protocol

routing protocol

routing table

static routing

steady state

TCP port

TCP/IP Protocol Suite

TELNET

tracert

UDP port
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John is the WAN Engineer for Dive Master Services Inc. His company has purchased 

another company called Diving Unlimited, Ltd. John has to figure out how to make the 

two networks work together. In order to do this he will need to come up with a uniform 

network addressing scheme that combines the two company’s networks. How will he go 

about doing this?

■ Protocol Suites

THE BOTTOM LINE 

This section of Lesson 5 will discuss what a protocol suite is with specific emphasis on the 
TCP/IP Protocol Suite because that is the protocol suite most in use today. Additionally, 
different protocols that are part of the TCP/IP Protocol Suite and where they belong in the 
overall scheme of the TCP/IP protocol suite will be discussed.

In computer networking, a protocol is a set of agreed on instructions designed to allow com-
puters to communicate to each other across a network connection. There are many protocols 
used in networking. The reason there are so many protocols is because there are many differ-
ent tasks that need to be done to allow computers to communicate with each other. A proto-
col suite is a group of networking protocols that are designed to work together to accomplish 
the separate little tasks needed to allow network communications.

Another word that needs to be defined that is related to the concept of a protocol suite is 
protocol stack. A protocol stack is all the protocols from a protocol suite that are currently 
being used to carry out specific functions of network communications within the computer. 
The protocol stack encompasses all the layers of the protocol model contained in the proto-
col suite being used. The protocol stack also allows for the moving of additional protocols 
in and out of the stack as additional functionality is needed for the communications tasks 
at hand.

TCP/IP Protocol Suite

The most widely used protocol suite in modern computer networking is the TCP/IP 
Protocol Suite. This suite is built around the Transmission Control Protocol and the Internet 
Protocol. As you can guess by the name of the second major protocol in this suite, this protocol 
suite was originally used for Internet communications. However, over time, every major network-
ing company has adopted the TCP/IP Protocol Suite as their networking protocol suite of choice. 
Even Apple and Novell, who both had their own protocol suites at one time, have given up their 
own protocol suites in favor of the TCP/IP Suite.

While TCP and IP are the two most important protocols in the TCP/IP Protocol Suite, they 
are not the only protocols in the TCP/IP Protocol Suite. There are literally scores of protocols 
that have been developed over the years to work with the TCP/IP Protocol Suite. These vari-
ous protocols were designed to carry out specific tasks. A few of the more common or widely 
used protocols designed to be used with TCP/IP are discussed in this lesson.

NETWORK ACCESS LAYER PROTOCOLS
To understand the TCP/IP Protocol Suite we will first need to go back to Lesson 2 where 
we learned about the TCP/IP Model. In that model there were four layers. Each of those 
layers represented specific functions that are needed to carry out network communications. 
These layers listed in order from bottom to top are Network Access, Internet, Transport, and 
Application. Figure 5-1 shows the layers of the TCP/IP Model.

CERTIFICATION READY
What is a protocol? What 
is a protocol suite? What 
is the difference between 
a protocol suite and a 
protocol stack?
1.6
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Figure 5-1

TCP/IP Model
Application Layer

Internet Layer

Transport Layer

Network Access Layer

On the Network Access layer of the TCP/IP Model, there are no unique protocols specific to 
TCP/IP. Instead, TCP/IP is designed to use the general Network Access layer protocols that are 
used by all networking protocols. Some examples of these are Ethernet, Frame Relay, Point-to-
Point Protocol, IEEE 802.11 protocols, most of the other IEEE 802 standards, the UTP proto-
cols, and many more. Some of these Network Access layer protocols were discussed in Lesson 3.

INTERNET LAYER PROTOCOLS
The Internet layer of the TCP/IP Model is the first layer to have TCP/IP ProtocolSuite specif-
ic protocols. The Internet Protocol (IP) is the most important TCP/IP protocol on this layer 
and is one of the two protocols used to name the TCP/IP Protocol Suite.

Internet Protocol version 4 (IPv4)
Internet Protocol or IP is used to move data packets from one location on a packet-switched 
network to another location based on the IP address of the packet being moved. A packet-
switched network is one where each data packet is responsible for finding its own route from 
its source to its destination. In a packet-switched network, it is entirely possible that two 
packets can be sent from the same host to the same destination and take two totally different 
routes to get there.

One of the main functions of IP is to help packets on their way to finding the proper 
destination. This is why IP addressing is one of the main things defined by the IP protocol. 
IPv4, or standard IP addresses, are 32 bits long and no two hosts on the same network can 
share the same IP address. There are several methods to make sure this does not happen. 
Some of these methods were discussed in Lesson 4.

While IP is concerned with making sure packets are able to move from one location on the 
network to another, IP is not concerned with verifying that the packet actually got there. 
Verifying that data actually got to its intended location is the responsibility of higher-level 
protocols, which will be discussed later. A protocol that does not concern itself with whether 
data makes it to its destination is called a connectionless protocol. Connectionless protocols 
are also considered unreliable protocols because there is no mechanism in place to verify the 
data sent with them arrives at its destination successfully. As a result of this, IP is considered 
a best effort delivery protocol. IP makes its best effort to get the data to where it needs to be, 
but if it does not get there, IP is not concerned.

IP however is very concerned that the data it sent is sent to the right location. To ensure that 
a packet is sent to the correct location, IP has a mechanism in place to verify that the source 
and destination IP addresses in the IP packet are correct. To verify that the data in a packet is 
sent to the correct location, IP contains a header checksum. This means that when a network 
device receives a data packet from another network device, it runs an algorithm on the header 
of the IP packet and then compares the result of this algorithm with the result stored in the 
IP header. This process is called a checksum. The area of the header that the checksum result 
is stored in is also called the checksum portion of the header. If the checksums match, the 
header of the IP packet is considered good and the packet is passed on to the next hop. If the 
checksum done on the header does not match up with the checksum stored in the header, 
then IP discards the packet and does not pass it on.

XREF

Other Network Access 
layer protocols will be 
discussed in Lessons 7 
and 8.

CERTIFICATION READY
What is the IP protocol? 
What is its function and 
why is it important? 
What is the difference 
between IPv4 and IPv6?
1.3
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Because IP only verifies the header of a packet and not the data in the packet, several types of 
errors are possible when IP packets are sent. Some of these errors are:

• Data corruption: The date contained in the packet is corrupted. When this happens, 
although the data arrived at the correct destination, the data carried in the packet is 
useless because whatever data sent is not what has arrived.

• Lost data packets: Packets never reach their intended destination. This can be caused 
by any number of things. It can be something as simple as the header getting corrupted 
so that a networking device somewhere down the line discarded it or the connection 
between the destination and the source could have gone down, which meant the packet 
was not able to find an alternative route before it expired.

• Duplicate arrivals: More than one copy of the data packet arrived at the destination 
computer. This could happen because the source computer received a message that a 
packet was lost when it was not and so it sent a second packet. This can also happen if 
TCP, a higher-level protocol, expected a response from the destination computer and did 
not receive it and then ordered that a second packet be sent.

• Out-of-order packet delivery: Packets arrive in a different order than the one they 
were sent in. Most data sent across a network is too large to fit into the data portion of 
a single packet. As a result, most data sent across a network is broken up into multiple 
pieces and sent with different packets. However because different packets can take 
different routes to get to their destination, and take different amounts of time to arrive, 
there is a good likelihood that the packet could arrive in a different order from the one 
in which they were sent. When this happens, the receiving computer needs to know 
what the correct order should be. If it does not know this, then the data will be out of 
order and it will not be able to be effectively reassembled on the destination computer. 
When data is being sent that needs to be reassembled in a specific order, IP needs to use 
a higher-level protocol such as TCP to properly sequence data.

One of the important things to know about the IPv4 protocol is what the IP header portion 
of a packet looks like. Figure 5-2 shows this.

MORE INFORMATION
The following paragraphs will 
go into some detail about the 
headers of select protocols. This 
information is not needed for the 
CompTIA Network� exam but 
is included for those students 
who may wish to become 
programmers. As programmers, 
they will need to write code for 
networking applications and in 
many cases this class may be 
the only class they have that 
covers networking. The additional 
information is included for these 
students.

✚
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Internet Protocol version 4 
(IPv4) header

As you can see in Figure 5-2, there are many parts to an IP header. The first 4 bits of the header 
contain the IP version being used. This is important because IPv4 is handled a bit differently than 
IPv6 is by networking devices. The next 4 bits contain the IHL, which stands for the Internet 
Header Length and specifies how many 32-bit words are used to make up the IP header. The 
minimum value for an IP header to be valid is five. Because our example has six 32-bit words in 
it, it is a valid IP header. The next 8 bits are the Differentiated Services field, which is intended 
to show any differentiated services that are used by this IP packet. Differentiated services are a 
number of enhancements created for IP that are intended to help IP easily discriminate scalable 
services that are available on the Internet. Scalable services are services that can be built into net-
work nodes and make it possible to quantify network performance based on peak performance, 
bandwidth, and so on, as well as more relative measures of performance. If you wish to know 
more about this, you can read up on it in RFC 2474. RFC stands for Request For Comment and 
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all networking standards and protocols are defined by these various documents. Finally, the last 
16 bits of the first 32-bit word in the sample IP header is Total Length. This section contains the 
total length of the entire packet in bits.

There are three sections in the next 32-bit word in the sample IP header. The first section is 
labeled Identification and it is used to differentiate the fragments of one IP packet from anoth-
er. The value placed in this field must be unique for that specific source-destination pair of 
computers for the time that the packet is active in the Internet. What this means is that each 
source and destination pair of computers must have a unique number generated by the source 
computer in order to send packets. The next 3 bits of the send 32-bit word is labeled Flags. 
The first bit of the 3 is used to indicate if the packet is reserved. Generally this value should be 
0. The second bit is used to indicate whether the data packet can be fragmented more if neces-
sary. A 0 indicates that the packet, also called a datagram, can be fragmented whereas a 1 indi-
cates that the datagram is not to be further fragmented. The last bit of the flag section is used 
to indicate if there are more fragments contained in the datagram or if this fragment is the last 
one. A 0 indicates that this is the last fragment, and a 1 indicates that there are more fragments 
to come. Finally, the last section is labeled Fragment Offset. This section is only used if there are 
multiple fragments in a datagram and they need to be reassembled.

The next 32-bit word contains the TTL, Protocol, and Header Checksum fields. The TTL, or 
time to live, field is 8 bits long and contains the number of times a specific packet can pass 
through other network devices before it is terminated. Each time a packet passes through a 
network device, the TTL is reduced by 1 until it reaches 0 at which point the packet is termi-
nated. This is done to prevent a packet from bouncing around the Internet or other network 
indefinitely. If enough packets are bouncing around a network indefinitely, sooner or later all 
of a network’s bandwidth will be used up and no more data will be able to pass through it. 
The Protocol field is used to tell a computer which protocol an IP packet needs to be handed 
off to at the next level up in the protocol stack. This is important because pretty much every 
protocol in the TCP/IP Protocol Suite passes though the IP protocol on the Internet layer. 
Finally the Header Checksum field contains the checksum value generated when the packet 
was first created. Each time a packet passes through a network device a checksum is done on 
the header of the IP packet, and the result is compared to the checksum value stored in this 
field to determine if the header has been corrupted or otherwise damaged.

The next 32-bit word in the IP header contains the 32-bit source IP address or the address of 
the computer sending the packet. The next 32-bit word in the IP header contains the 32-bit 
destination IP address. Finally, the last 32-bit word of the IP header contains some additional 
IP options and padding to be placed between the IP header and the data to keep the two parts 
of the datagram separated. The padding portion of the IP header varies depending on what 
additional options are used. After this, the Data of the datagram is found. This section varies 
in size based on the Network Access layer protocols such as Ethernet.

After discussing IPv4, it is necessary to look at a couple of additional protocols because they 
are tied closely to IPv4 and are needed by IPv4 in different ways so that IPv4 can carry out its 
intended task. Two particularly important protocols are Address Resolution Protocol (ARP) 
and Internet Control Message Protocol (ICMP).

Internet Protocol version 6 (IPv6)
IPv6 is the successor to IPv4 and is described in detail in RFC 2460 which was released in 
December of 1998. The biggest advantage of IPv6 over IPv4 is that it uses 128-bit address 
verses the 32-bit addresses used by IPv4. The term used to describe how large an address a par-
ticular protocol can create iscalled that protocol’s address space. In the case of IPv6 the address 
space is 128-bits long whereas the address space of IPv4 is only 32-bits long. The advantage 
the larger address space gives IPv6 is that there is a much larger number of unique IP addresses 
that can be assigned when using IPv6 over using IPv4. In fact, this larger number of unique IP 
addresses was one of the main motivations behind creating the IPv6 standard in the first place.
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Aside from the larger address space that IPv6 has, there are also other additional capabilities 
that are not found in IPv4. One of these additional capabilities is multicasting. Multicasting 
is the ability to send a signal to multiple specific destinations all at the same time without 
having to send the signal to all possible destinations. The ability to send a signal to all possi-
ble destinations at the same time is called broadcasting. While multicasting is an option with 
IPv4 that is widely used, it is part of the base specification for IPv6. 

Stateless Address Configuration (SLAAC) is another advantage of IPv6. However for this 
to work, ICMPv6 also has to be implemented. ICMP will be covered later in this Lesson. 
When IPv6 is implemented in conjunction with ICMPv6, then network devices are able 
to configure their own addresses without using DHCP or some other automatic IP address 
assigning protocol. Like ICMP, DHCP will be discussed later in this Lesson and in even 
more detail in Lesson 6.

Another advantage of IPv6 is that some network security features are built into it directly 
rather than having to rely on additional protocols to implement network security. Specifically, 
instead of having to rely on the outside protocol IPSec to secure its data packets, IPv6 has a 
version of IPSec directly built into it. The topic of network security is covered in great detail 
in later Lessons. 

IPv6 has also greatly reduced the overhead of the IP packet. It did this by taking out a lot 
of the flags and other options that were built into IPv4. While the IPv6 header is actually 
larger than the header of IPv4 do to how large the address space is, it actually takes less 
time for a router to process the IPv6 header. This results in faster processing of the rout-
ers on a network, which translates into an increase in network performance. There are 
actually a few other advantages of IPv6 over IPv4, but the ones mentioned are the more 
important ones.

As alluded to in the previous paragraph, the header for IPv6 looks quite a bit different than 
the header for IPv4. Figure 5-3 shows what the header of an IPv6 packet looks like.

Figure 5-3

Internet Protocol version 6 
(IPv6) header

Like with IPv4, the first 4-bits of the header are reserved for the protocol version number. 
After this, everything is different. The next 8-bits are reserved for the Traffic Class field. 
This Traffic Class field is used to distinguish between different IPv6 class or priority pack-
ets. The next 20-bits are reserved for the Flow Label field. This field is used by IPv6 to 
sequence packets that have special handling request. RFC 3697describes in how the Flow 
Label field is intended to work. The next 16-bits are reserved for specifying the Payload 
Length of the rest of the packet in number of octets. The Next Header field follows next 
and is 8-bits long. This field is used to identify the type of any header that may be fol-
lowing the IP header. This field uses the same values as IPv4 does. The Hop Limit field is 
used to state how many hops a packet has left before it is discarded by the router. Every 
time an IPv6 packet passes through a network device the value in the Hop Limit field 
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is decreased by 1. Once this value reaches 0, the packet is discarded. Finally we have the 
Source and Destination Address fields. Each of these fields is 128-bits long and contains 
the source and destination IP addresses for the packet. After these two fields, the remain-
der of the packet is data.

Address Resolution Protocol (ARP)
As we discussed in Lesson 4, in network addressing, when a packet is being passed along a 
network across routers, the MAC address is actually changed at each hop so that the data 
frame can move on to the next hop in its journey. What was not discussed in that lesson 
was how the MAC address is changed. The ARP protocol is responsible for this particular 
task. Part of ARP’s job is to determine what the MAC address is for the next hop and
then adjust the frame accordingly so that the frame can be moved to the next hop along 
the way.

To accomplish this, ARP in some ways actually needs to work on both Layer 2 (Data Link) 
and Layer 3 (Network) of the OSI Model. ARP works on Layer 3 in that it needs to be able 
to understand the IP address of the packet so that it can know where to look for the next 
MAC address. At the same time, it needs to be able to read and change MAC or physi-
cal addresses in the source and destination fields of the Layer 2 Frame in order to move the 
packet its next hop. Because of this dual role, ARP actually resides in the LLC (Logical Link 
Control) sublayer of the OSI Model. In a way, ARP acts as a translator between the pure 
software portion and the hardware portion of the OSI Model, much like the LLC sublayer 
does. If you would like to learn more about ARP, take a look at RFC 826. A simple Google 
or Bing search of the Internet will find this RFC for you.

Internet Control Message Protocol (ICMP)
As discussed earlier concerning IPv4, it is a connectionless protocol and therefore simply 
sends off its data packets without checking to see if they successfully reached their destina-
tion. But, how then does IP know if a given route is good or not? The answer to that ques-
tion is the Internet Control Message Protocol (ICMP).

ICMP is used mainly by the operating system of a computer to send messages about the 
network. When there is an error in the IP packet, a service is unreachable or down, a 
host not found, or a router is down, or some other situation, an ICMP message is sent. 
These ICMP packets are used for network diagnostic and routing purposes. It is partly 
based on these messages that IP chooses routes to send data packets down. ICMP mes-
sages are critical for a network to continue to run smoothly and to alert other devices 
about problems on the network. Using ICMP messages and routing tables found on 
routers, IP is able to choose the best routes to ensure that data packets are able to get to 
their appropriate destinations.

PING. While ICMP is mainly used by the operating system, there are a couple of excep-
tions to that. One of the exceptions where ICMP is used by something other than the operat-
ing system is the ping command. Ping is a network administration utility that is used to test 
connectivity to specific nodes on a network and to measure the round-trip time it takes for a 
packet to get to a specific destination and back.

Ping accomplishes all of this by sending an ICMP request for reply to a specific IP address 
and then waiting for a response. The response to this ping request is sometimes called a 
pong. Ping usually issues more than one request so that you can get a general feel for how 
the network is performing. Ping can be used to test connectivity, to test round-trip times to 
specific hosts, and to measure how many packets are lost in transit.

On a more negative note, hackers sometimes use ping to bring down a target network by 
ordering numerous computers to launch continuous ping requests at a target IP address. 
When this is done with a large enough number of computers, the target computer’s network 

CERTIFICATION READY
What does ARP stand 
for? What is the main 
function of the ARP 
protocol?
1.6

CERTIFICATION READY
What does ICMP stand 
for? What is the main 
function of the ICMP 
protocol?
1.6

CERTIFICATION READY
What is ping? What is 
ping used for? What is 
tracert and what it is 
used for? What is the 
difference between ping 
and tracert?
4.3
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capacity can be overloaded and it can be brought down. This is called a Denial of Service 
attack or DoS attack for short. While ping is not the only way to cause a DoS attack, it was 
one of the earliest DoS attacks dreamed up by attackers. Today, most systems are hardened 
against ping-based DoS attacks.

Generally, when a network administrator uses ping to test a system, he or she runs several 
tests. The first test pings the loopback or the IP address 127.0.0.1. This test is used to verify 
that the actual network card hardware is working correctly. The next test to run is to ping the 
local computer’s IP address. This verifies that the local NIC is configured correctly. The next 
test is to ping a different IP address on the same network segment. This verifies local con-
nectivity. Test number four is to next ping the local gateway, which is usually the local router. 
This verifies that the local router is properly configured. After that, you can ping a host 
beyond the local router to verify that it is possible to connect beyond the local segment. If 
all these tests are successful but you still cannot connect to your desired target host, then the 
problem is beyond the first or second router. If you are in that situation, you will need to find 
out where the problem you are experiencing begins. To do this, a different utility called trace 
route is used. We discuss this ICMP utility next.

TRACE ROUTE. Trace route is a utility used to report back each hop along a route to 
a specific IP destination. Some versions of trace route use ICMP and some use UDP or 
even TCP to carry out this function. In the case of tracert, the Windows implementation 
of this utility, ICMP is used to determine each hop along the way to a specific destina-
tion, however, it does not use ICMP the same way that ping does. Trace route does not 
send just one packet to test each hop along a route, but instead sends several packets to 
test each hop. The specific number depends on which version is used and what param-
eters are chosen.

In tracert, the Windows implementation, the TTL (time-to-live) value is modified for 
each batch of packets used to test the hops to a specific destination. For the first group 
of packets, the TTL is set to 1. This elicits an ICMP message from the next hop report-
ing that the TTL of a packet has expired. For the second hop, the TTL is set to 2, thus 
eliciting the same ICMP message from that router. The group of packets intended for the 
third hop has their TTL set to 3, and so on until the destination IP address is reached. 
The computer sending the tracert packets uses the ICMP message to report TTL expira-
tions at each hop and the IP address of that hop as well as relevant data such as how long 
it took the message to arrive at the machine sending out the trace route. All this data can 
then be used to diagnose a network and identify where a problem may be occurring. This 
is the first step in resolving problems. Unfortunately, hackers can also use this information 
to map out a network that they hope to break into. This is why many network administra-
tors have chosen to filter out these types of packets and only use them internally to test 
their own networks.

Internet Group Management Protocol (IGMP)
Internet Group Management Protocol (IGMP) is used by IP hosts to manage their multicast 
groups’ dynamic membership and by connecting routers to find those group members. IP 
multicasting is basically the ability of an IP host to send a datagram or data packet to all the 
IP hosts within a “host group.” A host group consists of all the IP computers that are cur-
rently connected to a particular IP multicast host that are set to receive the same transmission 
from that host. These host groups can be set to contain 0 or more hosts.

Because multicast host groups use IP to transmit datagrams, there is no guarantee that the 
datagrams will reach the entire intended host group, or if they do that they will be in the 
correct order. In short, because IP is the protocol used to send the datagrams, all that can be 
expected by the receiving host is that IP will make its “best effort” to get the datagrams to 
where they need to go.
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As indicated earlier, the membership of a host group is dynamic. This means that hosts can 
connect and disconnect from the host group at will. There are two types of host groups:

• Permanent host group: In this group, it is not the hosts that are a permanent part of 
the group, but rather the IP address that is permanent. What this means is that while 
hosts may join or disconnect at will, the IP address they connect to in order to be part 
of this group is permanent.

• Transient host group: This is a host group that is formed for a specific multicast and 
then disbanded after use. In this type of group, the multicast host creates the group and 
seeks out its members at the time the multicast group is in use, but after the multicast 
group is no longer needed, as indicated when the host membership reaches 0, the multi-
cast group is disbanded and the resources are made available for another multicast group.

But where does IGMP come in to play in all this? The answer to that question is that it is 
IGMP’s job to manage all this. IGMP is responsible for creating host groups and for adding hosts 
to and deleting hosts from those host groups. IGMP also is responsible for setting up a “deadman 
timer” procedure that forces members of a host group to periodically confirm their membership 
in the host group. Aside from managing and creating multicast groups, IGMP is also responsible 
for creating and maintaining the database structure that keeps tracks of all the IP hosts that are 
part of a specific multicast group. To sum up, IP hosts and their neighboring multicast agents use 
IGMP to create transient multicast groups, to add members to and delete members from those 
groups, and to require periodical group membership confirmation from member IP hosts.

If you wish to know more about IGMP, you can read RFC 988. This RFC is one of the 
shorter ones at only 20 pages long.

TRANSPORT LAYER PROTOCOLS
The two main TCP/IP protocols on the Transport layer of both the OSI and TCP/IP Models 
are Transmission Control Protocol (TCP) and User Datagram Protocol (UDP). TCP is a 
connection-oriented protocol, while UDP is TCP’s connectionless counterpart.

Ports
Protocols on the Data Link layer have MAC or physical addresses that indicate the physical 
location of a device and are used to move data frames from one network device to another 
network device directly connected to it. Protocols on the Network layer have logical addresses 
that are used to determine the best route for a device to take to a specific distant location. 
Protocols on the Transport layer have port addresses. Port addresses, also known as ports, are 
used to determine which upper-layer protocols, services, and processes each data segment is 
intended for. Port addresses are used to make sure that the correct protocol, service, or process 
is able to get the data that is intended for it. The two main protocols on the Transport layer, 
UDP and TCP, both use port addresses or ports.

Port addresses, or ports, are in the number range from 0 to 65,535. These port address 
numbers come in three groups or classes:

• Well known ports: Port numbers in this group range from 0–1023. Well known ports 
can only be assigned by the Internet Assigned Numbers Authority (IANA). The ports in 
this range, according to IANA, can only be used by the system or root processes and by 
programs that are executed by privileged users. For the most part, port addresses in this 
range have been officially set aside by IANA for specific protocols, processes, and ser-
vices. Port numbers that have been set aside by IANA can only be used by the protocol, 
process, or service that IANA has defined for each port address.

• Registered ports: The port range for this group is 1024–49151. If a company, organi-
zation, or individual wishes to use one of these ports, it should register it with IANA. 
When a program uses a registered port, that port is used consistently on all systems.

• Dynamic or private ports: These ports range from 49152–65535. These ports can be used 
by any program or user at any time and are assigned dynamically by the system as needed.

These port addresses 
need to be learned 
to pass CompTIA’s 
Network� exam.

TAKE NOTE*

CERTIFICATION READY
What are ports? What 
function do they serve in 
networking? What layer 
of the OSI Model are 
ports found on?
1.5
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Table 5-1

Commonly used well-known 
port addresses

PORT ADDRESS PROTOCOL USED DESCRIPTION

20 TCP File Transfer Protocol (FTP)—Data

21 TCP FTP—Control (Used for commands)

22 TCP/UDP*  Secure Shell (SSH)—Used for secure logins, file transfers (Secure Copy [SCP] and 
Secure File Transfer Protocol [SFTP]), and port forwarding

23 TCP Telnet protocol—Unencrypted text communications

25 TCP  Simple Mail Transport Protocol (SMTP)—Used for routing e-mail between
e-mail servers

53 TCP/UDP Domain Name System (DNS)

67 UDP  Boot Strap Protocol (BOOTP) Server and Dynamic Host Configuration Protocol
(DHCP) Server

68 UDP BOOTP Client and DHCP Client

69 UDP Trivial File Transfer Protocol (TFTP)

80 TCP/UDP* Hypertext Transfer Protocol (HTTP)

110 TCP  Post Office Protocol version 3 (POP3)—Used by local host to retrieve e-mails from 
remote e-mail servers using TCP/IP

123 UDP Network Time Protocol (NTP)—Used for network time synchronization

143 TCP/UDP*  Internet Message Access Protocol (IMAP)—Used to retrieve, organize, and 
synchronize e-mail messages

161 UDP Simple Network Management Protocol (SMNP)

162 TCP/UDP Simple Network Management Protocol Trap (SMNPTRAP)

443 TCP  HTTPS (Hypertext Transfer Protocol over SSL/TLS [Secure Sockets Layer/Transport Layer 
Security])

3389 TCP  RDP (Remote Desktop Protocol)—Proprietary protocol from Microsoft developed to 
remotely take over a host’s desktop across a network.

Table 5-1 lists some of the more commonly used well-known port addresses.

The port numbers listed 
here are only valid for 
the TCP/IP Protocol 
Suite. Different port 
numbers are used by 
other, no longer used, 
protocols. As such, 
these port numbers are 
sometimes referred to 
as TCP port numbers 
and may be referred to 
as TCP Ports on the 
Network� exam.

TAKE NOTE*
The first column in Table 5-1 contains the commonly used port number. The second column 
contains the Transport layer protocol that most commonly uses that port number. Those 
ports that contain a TCP in this column are generally known as TCP ports, and those ports 
that contain a UDP in this column are generally known as UDP ports. You should note that 
some ports contain both TCP and UDP in this column because these ports are commonly 
used by both protocols. In point of fact, most ports can be used by TCP and UDP accord-
ing to IANA, but only those that are commonly used by both have the TCP/UDP values in 
the second column. Finally the last column in Table 5-1 gives a brief description of which 
Application layer protocol each port number is used by. All the information in this table can 
be found at http://www.iana.org/assignments/port-numbers, which is the official IANA Database 
for Port Numbers.

There are a couple of additional notes that need to be made about this table. For purposes of 
the CompTIA Network� Exam, those port numbers with an * beside the TCP/UDP should 
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be understood as only being TCP port numbers. This is not absolutely true according to 
IANA, but it should be understood to be true for the Network� Exam. One other note is that 
port numbers 68 and 162 are not listed by CompTIA as being on their Network� Exam.

Transmission Control Protocol (TCP)
Transmission Control Protocol (TCP) is the most commonly used protocol on the Transport 
layer and is considered one of the core protocols of the TCP/IP Protocol Suite. While IP is 
mainly concerned with getting messages from one network device to the next in order to get 
the packet to its ultimate destination, TCP is concerned with the two end devices. The main 
function of TCP is to provide communication services between Application layer services, 
protocols, and processes and the IP. Another way of saying this is that while IP is concerned 
with getting data from one device to another device quickly, TCP is concerned with getting 
data from one network application such as an e-mail server or web server to another network 
application such as an e-mail client or web client. Some of the most popular Application layer 
services and that use TCP are e-mail, the World Wide Web, FTP, SSH, peer-to-peer file shar-
ing, and some forms of media streaming.

In order for TCP to accomplish its function, there are several management tasks that it has to 
handle. Some of these tasks are flow control, managing network congestion, controlling seg-
ment size, controlling the rate at which data is allowed to move, and the number of segments 
permitted before an acknowledgment is required before additional data segments can be sent. 
Another task that TCP is responsible for is ensuring that data segments are reassembled into 
the correct sequence when they arrive at a specific destination.

TCP is optimized for the accurate delivery of data; it is not always able to deliver said data in 
a timely manner. Some of the reasons for this are that TCP has to wait for data that has to be 
resent or it has to wait for data that arrived out of sequence before reassembling it. Because of 
this, TCP should not be used for real-time applications such as Voice over IP (VoIP) or real-
time video streaming. For these purposes UDP is provided.

Just like with IP, it is important to know what the TCP header looks like. Figure 5-4 shows 
the header portion of a TCP segment.

CERTIFICATION READY
What is the TCP protocol 
used for? How is the 
TCP protocol different 
than the IP protocol? 
Is TCP a connection-
oriented protocol or a 
connectionless protocol?
1.6
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Data Offset Reserved
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13 14 15 

Options and Padding ... 

Data ... 

16 17 

Sequence Number 

18 19 20 21 22 23 24 

Destination Port 

Window 

Urgent Pointer 

25 26 27 28 29 30 0 31Figure 5-4

Transmission Control Protocol 
(TCP) header

The first 16 bits of the TCP header contains the Source Port number. This is used to iden-
tify the sending port. The next 16 bits identify the Destination Port number. This is used to 
identify the receiving port on the destination computer. The Sequence Number takes up the 
next 32 bits of the heading. This field in the TCP header has two functions. If the SYN flag 
bit is set to 1 then it indicates that this is the first segment in a sequence of segments that are 
to come. If the SYN bit is clear, then this segment is one of several sent but it is not the first 
one. Each segment after the first segment contains the sequence number of the previous seg-
ment plus 1. In other words, if the first sequence number was 25, then the next one would be 
25�1 or 26, the next would be 26�1 or 27, and so on until the last segment in a sequence is 
reached. The computer knows which segment is the last in a sequence because it will have the 
FIN bit set to 1.
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The next 32 bits field is the Acknowledgment Number. When the ACK flag is set to 1, this 
field will show the sequence number that the receiving computer should expect next. This 
is one of the mechanisms in place with TCP to ensure that all segments safely arrive at their 
destination. If the segment in question is the first ACK segment sent to either end of a ses-
sion, then each segment only contains the next sequence number but no data. This is used to 
set up a session between two computers running TCP.

The next 4 bits are called the Data Offset bits. These bits are used to specify how large a TCP 
header is to be in 32-bit words. The minimum number of 32-bit words needed to make a valid 
TCP header is 5 words or 20 bytes, while the maximum number is 15 32-bit words or 60 bytes.

The next 4 bits are Reserved for future use and currently should only contain all 0s. However, 
the next 8 bits are more interesting because they are the flag bits that were mentioned when 
discussing the Sequence Number and Acknowledgment Number fields. There are 8 of these 
flag bits, also called Control Bits, which are each one bit long. When a flag bit is set to 1, the 
flag is said to be set. Here are the 8 flag bits:

• CWR: When the CWR or Congestion Window Reduced flag is set, it indicates that that 
the sending host has received a TCP segment with its ECE flag set.

• ECE: ECE stands for ECN-Echo. This indicates two different things depending on 
if the SYN flag is set or not. If the SYN flag is set, then it indicates that TCP peer is 
ECN capable. If the SYN flag is clear, then it indicates that a packet with its Congestion 
Experienced flag set. ECN means Explicit Congestion Notification and was added to 
TCP and IP in RFC 3168. Not all TCP segments use ECN.

• URG: If this flag is set it indicates that the Urgent Point field, discussed later, is significant.

• ACK: If this flag is set it means that the Acknowledgment Field, discussed earlier, is 
important. All segments that are sent after the initial SYN packet from a client should 
have this flag set.

• PSH: This flag represents the push function. This flag is set when a system is asking that 
buffered data be pushed to the receiving application.

• RST: The RST flag means Reset. When this flag is set, the system is asking that the 
connection be reset.

• SYN: The SYN flag is very important. The SYN flag is set to indicate that the segment 
contains synchronizing sequence numbers. Only the first segment sent from each end 
of a connection should have this flag set. Also as previously noted, some flags change 
meaning based on what the SYN flag is set to. Some flags are only valid when SYN is set 
and others are only valid when SYN is clear.

• FIN: Finally we have the FIN flag. When this flag is set, it indicates that there is no 
more data coming from the sender.

The next field in the TCP header is the 16-bit Window field. This field is used to define the 
number of bytes TCP is willing to receive before it is required to wait for an acknowledg-
ment. This windowing is part of TCP’s flow control and is referred to as a sliding window. 
In an ideal situation, TCP send a set amount of data in bytes, as defined by the Window 
field, then waits for an acknowledgment before sending the next segments of data. If TCP 
does not receive the expected acknowledgment after a set amount of time, it will resend the 
data. If the buffer at the receiving end of the TCP connection is full, then the receiving TCP 
client sends a window size of 0. This tells the other end of the connection to stop sending 
data. Once the buffer is cleared, another TCP segment is sent with a new window size, and 
data transmission resumes. The window size of TCP can be as small as 2 bytes or as large as 
65,535 bytes. This larger size is use in high-speed networks. RFC 1323, which is an exten-
sion of the TCP standard, actually creates a new option called Windows Scaling that allows 
for multiples of the 65,535-byte maximum. Once all the data has been sent, a termination 
of the session signal is sent and once the receiving end sends an acknowledgment, the trans-
mission ends.
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Following the Window field in the TCP header is the 16-bit Checksum field. This field is used 
to store a checksum value for the entire TCP segment. Unlike IP, the Checksum for TCP 
includes both the header and the data portions of the TCP segment.

Next in the header is the Urgent Pointer field. This field is 16 bits long and is only important 
if the URG flag is set. When the URG flag is set, this field contains the sequence number of 
the last segment of urgent data.

Finally we have the Options and Padding field. This field can be anywhere from 0 to 320 bits 
long, so long as it is divisible by 32. If the options are not divisible by 32, then the remaining 
space is used for padding so that the field is divisible by 32. There are a number of options 
that can be placed in this field, many of which are now obsolete. One of the options that can 
be placed here is the Windows Scaling option mentioned earlier that was introduced by RFC 
1323. This RFC also defines some other options that can be placed in this field. After this, 
the TCP segment contains Data.

If you would like to learn more about the TCP standard you can look at RFC 793, RFC 
1072, RFC 1146, as well as the previously mentioned RFC 1323, RFC 1644, RFC 2018, 
and RFC 2883. RFC 793 is the original RFC describing the current implementation of TCP, 
while the other RFCs are addendums or extensions of RFC 793.

User Datagram Protocol (UDP)
User Datagram Protocol (UDP) is connectionless counterpart of TCP. It does not guarantee reli-
able delivery and is primarily used to give other protocols such as IP access to datagram services 
like port number. Due to the limited functionality provided by UDP, the header is correspondingly 
much smaller and less complex. Figure 5-5 shows what a UDP header is to look like.

Figure 5-5

User Datagram Protocol (UDP) 
header
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Checksum 

25 26 27 28 29 30 0 31

CERTIFICATION READY
How is the UDP protocol 
different from the TCP 
protocol? Why is this 
difference important?
1.6

As you can see in Figure 5-5, the UDP header is much smaller and less complex than the 
TCP header. The first field is the Source Port field and contains the address port of the pro-
tocol, service, or process that is sending this data segment. This port should be used as the 
destination port when a service, process, or protocol on the other end needs to respond to 
this UDP segment. The next field is the Destination Port field, and it too is 16 bits long. 
Next we have the Length field. This field contains the length of the entire UDP segment. The 
minimum for this field is 8 bytes, and the theoretical maximum is 65,535 bytes; although, in 
reality the maximum length is determined by the IP packet that is using UDP. The minimum 
length is 8 bytes because that is the size of the UDP header. Finally we have the Checksum 
field. This field carries the Checksum value for the UDP header and the data contained 
within the datagram.

RFC 768 describes UDP. RFC 1122 also contains a small section about UDP and is a good 
overview of how Internet hosts are to communicate.

APPLICATION LAYER PROTOCOLS
Application layer protocols are protocols that are designed to carry out specific purposes 
or functions. There are many specific functions that these protocols carry out, such as file 
transfers, transferring web pages, transferring e-mails between servers, transferring e-mail from 
servers to clients, and many other jobs. None of the Application layer protocols can do their 
jobs alone; they always need lower-level protocols to carry out the transmission of their various 
services. In this section of Lesson 5, we discuss some of these Application layer protocols.
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Figure 5-6
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Dynamic Host Control Protocol (DHCP) and Domain Name Service (DNS) are two of 
the more important Application layer protocols we are going to talk about. You should note 
that in the event that DHCP does not work or goes down, the APIPA (Automatic Private 
Internet Protocol Addressing) protocol in later versions of Windows automatically goes into 
effect. This protocol was discussed in Lesson 4 if you need more details about it. The first 
Application layer protocol to be discussed is DHCP.

Bootstrap Protocol (BOOTP)
In order to discuss DHCP, it is first necessary to mention the Bootstrap Protocol (BOOTP). 
It is important to mention BOOTP not because it is widely used, but rather because it is 
what DHCP replaced. BOOTP was first introduced in RFC 951 and later updated in RFCs 
1395, 1497, 1532, and 1542. All the updates to BOOTP were released in 1993.

BOOTP was intended to automate IP addressing across a network. BOOTP gets its name 
from the bootstrap process that takes place when a computer initially boots up. The very act 
of starting up a computer causes the initial BIOS program to begin running, which gets a 
computer ready to accept an operating system. This process is called the bootstrap process. 
BOOTP is used during this process. On the client side, while the computer is booting but 
has not yet initialized its operating system, BOOTP issues a request to a BOOTP server for 
an IP address. The server receives this request and sends the appropriate IP address to the 
computer booting up. After this, the computer is able to either request an OS from a Trivial 
File Transfer Protocol (TFTP) server or it loads the OS from its own resources. On the server 
side, BOOTP keeps a table of all the physical addresses found on a network and matches 
them to IP addresses. This database is used to assign IP addresses to the clients. Figure 5-6 
illustrates the previously described BOOTP initialization process.

CERTIFICATION READY
What is DHCP? What 
type of situation would 
you use DHCP in?
1.6

While BOOTP is not used very often these days, it may still be found in networks where the 
client devices do not contain any operating system or storage of their own. Such clients are 
often called dumb terminals. BOOTP uses UDP port 67 or the server and UDP port 69 for 
the client.

Dynamic Host Control Protocol (DHCP)
This brings us to DHCP. DHCP was first introduced in RFC 1541 in 1993 and was 
intended as a replacement for the older and less wieldy BOOTP. DHCP has pretty effectively 
replaced BOOTP in most applications just like it was intended to.
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While DHCP was initially built on top of BOOTP, it works a bit differently. Some of the 
differences are that DHCP does not require a table matching specific physical address to 
specific IP addresses. Instead DHCP holds a range of IP addresses to be assigned to clients 
and assigns them on an as-requested basis. Another difference is that DHCP can store 
complete IP configuration data for its clients. This means that aside from IP addresses for the 
clients, DHCP also stores information such as subnet mask, gateway, and DNS addresses.

In keeping with its roots in BOOTP, DHCP clients when they first boot up use the same 
message format BOOTP does to request an IP address, however the functionality is different. 
When a DHCP client comes up, it issues a DCHPDISCOVER message on its own network 
segment. The DHCP server then responds with a DHCPOFFER message, which contains an 
IP address and any other IP configuration data that may be located in the DHCPOFFER’s 
options field. After a client receives one or more DCHPOFFER messages from various 
DHCP servers, it issues a DHCPREQUEST message to the DHCP server whose offer it 
has chosen. If more than one DHCP server is on a network, when the DHCPREQUEST is 
received from the client, those servers that the DHCPREQUEST was not intended for take 
that as a decline from the client. Once the DHCP server whose offer was accepted receives 
the DHCPREQUEST message, it binds that IP address to the physical address of the client 
so that the IP address will not be offered to another client. The DHCP server then sends a 
DHCPACK message to the client letting it know that it now has the proposed IP address and 
configuration. Figure 5-7 illustrates the DHCP initialization process just discussed.

Figure 5-7
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When a DHCP client receives an IP address from a DHCP server, the IP address is not 
permanently assigned to that client. Instead a lease for an IP address is negotiated during the 
initialization process. The lease time can come from either the client or the server, but a lease 
time is established. When the lease time on the client expires, it is required to go through the 
whole initialization process again to gain a new IP address.

After a lease is granted to a client, the client keeps two times in its memory—the renew 
time, which by default, is the point when the client has half its lease time remaining. The 
second time the client keeps in memory is the total time of the lease. When the renew time 
is reached the client attempts to renew the lease from the server by sending a RENEWING 
request to the server. If the server acknowledges the RENEWING request, then there is no 
problem and the client will continue to use that IP address and configuration under the 
renewed lease. If the server does not respond, the client waits half the remaining time and 
then tries again until it reaches 87.5% of its total lease time. At this point, the client attempts 
to issue a REBINDING request. If the server acknowledges the REBINDING request, then 
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CERTIFICATION READY
What is DNS? What is 
its main function on a 
network? Why is DNS 
needed to access the 
Internet?
1.6

the lease is renewed and the client continues to use the assigned IP under the new lease. If 
the client does not receive an acknowledgment, then it again issues the REBINDING request 
after half the remaining time on the lease. If the client still does not receive an acknowl-
edgment, it will continue to do this until there is only 60 seconds left on the lease. At this 
point, the client stops any networking processes that are running until it finally receives an 
acknowledgment from the server. During this time, the client will also attempt to go through 
the entire initialization process to receive a new DHCP lease. If the client either receives an 
acknowledgment for the REBINDING or RENEWAL of its former lease, or a new lease, it 
will reactivate its network processes. If the client receives a new lease, it must permanently 
relinquish its former lease in favor of the new one. DHCP uses UDP port 67 for the server 
and UDP port 68 for the client.

Domain Name System (DNS)
Domain Name System (DNS) is the next application layer protocol we discuss. This is a very 
important protocol and it makes it possible for us to use the World Wide Web the way we 
do. DNS is the protocol that converts all those URLs we can easily remember to IP addresses 
that the Internet can use.

There are a large number of RFCs that relate to DNS. However, RFC 830 was the RFC that 
first suggested that some sort of domain naming system was needed and proposed how that 
system could be implemented. RFC 920 was actually the first RFC to lay out the specific 
requirements for a Domain Naming System and even introduced the first 5 major domain 
names which are .gov, .mil, .com, .edu, and .org. This RFC also proposed the use of the 
standard English two-letter codes to be used for countries like.uk for United Kingdom or .us 
for United States, and so on. Many more RFCs have now been written that elaborate on and 
enhance DNS.

Several components are needed for DNS to work. Some of those components are name 
servers, authoritative name servers, cache servers, and resolvers:

• Name severs: Serve as the database of all the name domains on the Web. This 
database is distributed around the world and each domain sever has its own section of 
responsibility in this huge distributed database.

• Authoritative name servers: Are attached to domain servers and are responsible 
for answering any request they receive about the domain space they are part of. The 
authoritative name server can either be a master server, in which case it is the domain 
server, or it can be a slave server, which only holds a copy of the master server’s database 
and uses that to answer request it receives about its name space.

• Cache servers: Maintain a database of requests that they have received for name resolution 
and provide the appropriate information if a new request is made for the same URL it had 
resolved previously. This database purges itself when a URL is not requested again after a 
certain amount of time, which is called the time to live or TTL of the initial request.

• Resolvers: Are the clients that make requests of the Domain Name System. These clients 
can be actual clients or even servers that are part of a larger network. They all have a 
small cache of their own, and if they are a server in their own right, they will have a 
larger cache.

Now that we have described the parts of DNS, we can discuss how DNS works. On the 
Internet, there are a whole series of domain servers. The most basic and most important 
domain server is the root server. Within its database, this server stores the IP address of every 
major domain server on the Internet. The major domain servers are those that are responsible 
for the .org domain, the .com domain, the .edu domain, the .net domain, the .gov domain, 
and so on. Each various domain server in turn contains in its database the IP address of 
every major server on its domain. For example, the .gov domain server’s database may 
contain the IP address of the White House server, the Treasury Department server, the Justice 
Department server, the Pentagon server, and so on.
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The following scenario illustrates how a DNS server is able to use the different servers listed 
earlier to resolve a URL to its IP address. In this scenario, you are attempting to access the 
URL www.support.widgets.com/widgets_specs.htm. When you open your web browser and 
enter this URL, the browser checks the local web cache to see if the IP address of the entered 
URL can be found. If it cannot be found, your computer sends a query to your ISP’s DNS 
sever asking it for the IP address of the URL. The ISP’s DNS server checks its cache in search 
of the IP address of the requested URL. If it does not find the IP address, it sends a query to 
the Root Domain Server asking it if it knows the IP address of the URL. The Root Domain 
Server replies back with the IP address of the .com domain server. The ISP’s DNS server then 
sends a query to the .com domain server requesting the IP address of the URL. The .com 
domain server replies back with the IP address of the.widgets domain server. The ISP’s DNS 
server then sends a query asking the .widgets domain server for the IP address of the URL. The 
.widgets domain server replies back with the IP address of the www.support.widgets.com web 
server. The ISP’s DNS server then passes this IP address down to your client computer. Your 
computer then sends a query to the IP address of the www.support.widgets.com web server for 
the widgets_specs.htm document, which it then displays in the web browser on your client. 
Figure 5-8 is an illustration of the entire process. DNS uses UDP and TCP port 53.

Figure 5-8
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Hypertext Transport Protocol (HTTP)
The next Application layer protocol we discuss is Hypertext Transport Protocol (HTTP). As 
its name suggests, HTTP is used to transport Hypertext Markup Language (HTML) docu-
ments, otherwise known as web pages, over the Internet. However, this is not all that HTTP 
is used for. HTTP can also be used to retrieve graphics, images, and other types of media. 
The RFC that originally defined HTTP was RFC 1945 released in 1996. This RFC defined 
HTTP/1.0. However, HTTP had actually been used since 1990, and the format being used at 
that time was HTTP/.9. In 1999, RFC 2616 was released, which defined HTTP/1.1. This is 
the HTTP currently in use.
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HTTP works in the following manner. When a browser or other client wishes to retrieve 
a specific file or web page from a known URL, it sets up a TCP session with the specific 
server and then sends an HTTP request to port 80. The HTTP request identifies the 
document or file it wants and sends a request to “get” that particular document or file. 
The server then responds back with an acknowledgment that contains a status line and the 
content requested, error message, or some other information. Once the response from the 
server is completed, the session is closed or additional information from the same server is 
requested.

The status line of the HTTP response is significant because there are several pieces of impor-
tant information there. The two most important pieces of information are the content length 
and content type. The content length tells the client how much data to expect in bytes. The 
content type tells the client what form the data will take so that it can treat the data accord-
ingly once it receives it. In the seven layer OSI Model, this last function would be the job of 
the Presentation layer, but since the Internet uses TCP/IP, defining the type of data to be sent 
needs to be done by HTTP because the upper three layers of the OSI Model are combined 
into the Application layer of the TCP/IP Model and Protocol Suite. HTTP uses TCP port 80.

Secure Sockets Layer (SSL)
Secure Sockets Layer (SSL) is a protocol that is used to secure Internet communications. 
SSL was initially introduced by Netscape and was used to secure Internet transactions in the 
Netscape browser. The first two version of SSL were not very effective, but the third version, 
which was introduced in 1996, resolved the problems of the first two versions. Over time, 
it has become a standard for securing Internet communications of all types no matter what 
browser is being used.

There are a couple of ways an end user can tell if SSL or a related security protocol called 
TLS, which is discussed later, is being used. One way is that the URL starts out with 
https instead of http. Another way to identify this is more web browser dependent. Some 
browsers such as Firefox change the color of the URL bar if the web site being accessed is 
secure. Other web browsers place a lock symbol next to the URL bar or down in the bottom 
right corner. Some browsers indicate a secure web site using two or more of the previously 
mentioned methods.

SSL works by inserting itself between the TCP protocol and any higher-level protocols such 
as HTTP that are being used to send data from one location to another. This is how SSL is 
able to secure a wide variety of higher-level protocols.

SSL is designed to carry out three basic tasks. Those tasks are as follows:

• Server authentication

• Client authentication

• Encrypt TCP sessions

The server authentication function of SSL allows a client to confirm the identity of a server to 
which it is preparing to send a transaction. This is important in verifying that the web server 
you are about to log on to in order to do your banking is indeed the bank the server claims 
to be, or to verify that the server you are about to send a credit card transaction to is the 
e-commerce server it claims to be. Many other examples can be used to illustrate the purpose 
of server authentication.

A server is authenticated with something called a certificate. A certificate is a security 
technique used to correctly identify and verify the identity of a specific computer over a 
network connection. In the case of SSL verifying the bank or credit card servers in our 
examples, both the client and the server would have a certain certificate key supplied by 
a trusted third-party certificate authority. When the client verifies that the server has the 
correct key, it is able to prove that the server in question really is the server it claims to be.
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Client authentication is similar to server authentication except it works the other way around. 
Instead of the client verifying the identity of the server, the server is verifying the identity of 
the client. This type of authentication is important for a server sending confidential informa-
tion to a specific client computer such as bank records or something else of a similar confi-
dential nature. Client authentication uses certificates much like server authentication does 
except in the other direction.

The final function of SSL is to encrypt the TCP session. This means that all the data sent 
across the connection is encrypted at one end and decrypted at the other end. This way the 
data moving over the network cannot be understood by anyone who may be eavesdropping 
because that person would not know what key was used to encrypt the data. Another advan-
tage of encrypting data before it is sent across the Internet is that it can give the person receiv-
ing the data strong confidence that the data was not tampered with or altered in transit. More 
about the topic of encryption is discussed in later lessons of this book. A very secure con-
nection uses both client and server authentication and encrypts the data that is transmitted 
over the network connection. Because SSL is usually attached to some other Application layer 
protocol, it generally uses the TCP port that the protocol it is attached to uses. For example 
HTTPS or HTTP Secure uses SSL to secure the HTTP protocol and uses port 443 to do this 
which is the port assigned to HTTPS. HTTPS is also known as HTTP over SSL. SSL does 
not actually have a specific port address assigned to it.

Transport Layer Security (TLS)
The Transport Layer Security (TLS) protocol was first proposed in 1999 under RFC 2246 
as an upgrade or enhancement of SSL. Since that time, TLS has undergone two major revi-
sions—TLS v1.1 in 2006 under RFC 4346 and TLS v1.2 in 2008 under RFC 5246.

The main differences between SSL and TLS are not major, but there is enough difference that 
the two protocols are not interoperable. The main differences are in areas such as using different 
encryption algorithms and in the case of TLS enhanced authentication encryption and addition-
al enhancements that allow it to have some additional extensions added to if for enhanced func-
tionality with other protocols. Because TLS is usually attached to some other Application layer 
protocol, just like SSL, it generally uses the TCP port that the protocol it is attached to uses in 
the same way that SSL does. Like SSL, TLS does not have a specific port number attached to it.

Hypertext Transport Protocol Secure (HTTPS)
Hypertext Transport Protocol Secure (HTTPS) is a variation on HTTP. In fact, HTTPS com-
bines HTTP and SSL/TLS. This means that SSL/TLS inserts itself between TCP and HTTP, 
which allows web pages to be authenticated and allows for the encryption of transmissions 
from web servers. HTTPS connections start URLs off with https:// rather than http://. Some 
browsers also denote HTTPS connections by changing the color of the background in an URL 
box or with a symbol of a lock somewhere on the web page. HTTPS uses TCP port 443.

File Transfer Protocol (FTP)
The next Application layer protocol to talk about is File Transfer Protocol (FTP). The most 
commonly used current version of FTP was first introduced in 1985 in RFC 959. However, 
the original form of FTP was introduced in 1971 using RFC 114.

FTP is used to send and manipulate files over a TCP/IP network. FTP can represent the data 
it sends in three modes:

• ASCII mode: Used for text files but is not a good mode for sending numeric data in 
binary, floating-point binary, or binary coded decimal formats.

• Image mode (also called Binary mode): Used for sending files byte by byte and is 
useful for all types of files.

• EBCDIC mode: Used by hosts to send plain text data. This mode uses the EBCDIC 
character set instead of the ASCII character set, but otherwise they are the same.

Some Internet sites 
use both forms 
of authentication 
simultaneously.

TAKE NOTE*

CERTIFICATION READY
What is the difference 
between HTTP and 
HTTPS? What does 
HTTPS do for network 
transmissions?
1.6
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The first two modes are the most commonly used. Aside from representing data in three 
different modes, there are also three different transmission methods that FTP can use to send 
out data. Those transmission methods are:

• Stream: Data is sent in a continuous stream. This stream can have control information 
embedded in it or not. The main point is that the data comes off the FTP server in a 
continuous stream of data. Streaming transmission of data is the default setting for FTP.

• Block: Data is broken up into blocks that contain headers, which define how much data 
is in each block. This makes it possible to flag data as potentially corrupted. Additionally, 
block transmission allows the retransmission of data if that becomes necessary.

• Compressed: Data or error messages are compressed before sending.

Like HTTP, there is also a secure version of FTP. This is sometimes called Secure FTP, also 
noted as SFTP. It is indicated in URL bars as ftps://. Like HTTPS, FTPS uses SSL/TLS to 
secure its transmissions in much the same way. FTP uses TCP port 20 for data and TCP port 
21 for control.

Voice over Internet Protocol (VoIP)
Voice over Internet Protocol (VoIP) is a general term that describes a group of technologies 
used to transmit voice data over packet-switched networks including but not limited to the 
Internet. VoIP has been implemented in several ways over the last decade or so.

The two main reasons that companies choose to use VoIP is because VoIP helps 
lower operational costs and is flexible. VoIP lowers operational costs by routing voice 
communications over the same network that data communications are run over. This 
eliminates the need for two parallel networks, one for telephone and the other for data 
communications. VoIP also helps reduce operational costs because, generally speaking, 
Internet services are billed differently and at a lower cost than telephone services are.

VoIP’s flexibility may be its best feature. Multiple phone calls can be transmitted 
simultaneously over one broadband connection and messages can be encrypted easily because 
they use the same encryption technologies that regular TCP/IP network connections use. 
VoIP is also flexible because it is location independent. Traditional landline phones are tied 
to a specific location by their telephone service; however, VoIP simply needs a fast Internet 
connection to be used. Finally VoIP easily integrates with other Internet services such as video 
conferencing, message and file exchange, and many others.

SESSION INITIATION PROTOCOL (SIP). One protocol commonly used in setting 
up VoIP sessions is Session Initiation Protocol (SIP). This signaling protocol is used to set up 
multimedia communications sessions over the Internet. SIP can be used for voice and video 
communications. SIP can also be used to set up both unicast and multicast sessions. Unicast 
sessions entail communications between just two nodes, parties, or locations. Multicast sessions 
are used when one node, party, or location wishes to communicate to more than one other 
node, party, or location. Some of the actually applications that use SIP are online games, video 
conferencing, streaming video distribution, and instant messaging. SIP is an Application layer 
protocol that can use either TCP or UDP for is underlying Transport layer protocol. SIP gen-
erally uses TCP port 5060 or TCP port 5061 if combined with TLS.

REAL-TIME TRANSPORT PROTOCOL (RTP). Another protocol used to implement VoIP is 
Real-Time Transport Protocol (RTP). This protocol carries streaming media such as voice or 
video. RTP is commonly used in conjunction with other signal protocols such as SIP in order 
to carry out its voice or video streaming functions. Because RTP is used for voice streaming, it is 
one of the foundational technologies used in VoIP along with SIP and/or several other protocols. 
RTP is not pre-assigned to a specific port or range of ports. However, RTP commonly uses a 
UDP port number between 16,384 and 32,767.
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Terminal Network (TELNET)
TELNET stands for TEerminaL NETwork and is used to provide bidirectional interactive 
command line access to either a remote or local host. TELNET was first introduced in 1969 
in RFC 15. Later in 1983, TELNET was extended in RFC 854. TELNET client software can 
be found for pretty much every computer platform.

Because of how long ago TELNET was developed, security is its biggest failing. TELNET 
by default does not encrypt any data that is sends across a connection, including passwords. 
Furthermore, most TELNET implementations do not have the ability to authenticate onto a sys-
tem. This means that TELNET does not have the ability to ensure that data across a connection 
is not being intercepted. Between the two security issues just mentioned, it is very easy to inter-
cept data that is being sent across a TELNET connection with such software as Wireshark, which 
is introduced later. Additionally, when data is sent across a TELNET connection and is inter-
cepted, it is in the clear, meaning no encryption has been used to make it more difficult to read. 
TELNET uses TCP port 23. On a side note, you will sometimes see TELNET spelled TELNET 
and at other times you will see it spelled Telnet or simply telnet. When it is spelled TELNET, it is 
referring to the TELNET command and protocol. However, sometimes when a person is talking 
about the action of remotely accessing a computer using the TELNET command they will use 
the term telnet or Telnet instead.

Secure Shell (SSH)
Because of the security limitations of TELNET, SSH (Secure Shell) was developed. SSH is used to 
remotely connect to other hosts just like TELNET is; however, unlike TELNET, SSH has some 
built-in security features. One security feature is the ability of SSH to use public key encryption to 
authenticate onto another network device. This allows SSH to send the necessary password to the 
destination computer encrypted instead of in the clear. SSH is also able to use an SSH extension 
called SFTP (SSH File Transport Protocol or Secure File Transfer Protocol) or SCP (Secure Copy) 
to encrypt and transport data across network connections. SFTP is an actual protocol that is used 
to encrypt data to transport across a remote connection, while SCP acts more like a command to 
accomplish the same thing. Both are based on SSH. SSH uses TCP port 22.

Remote Desktop Protocol (RDP)
Remote Desktop Protocol (RDP) is an Application layer proprietary protocol created by 
Microsoft to provide a user a graphical interface for application across a network to another 
computer. RDP is able to provide a graphical interface for most modern operating systems 
including Windows, MAC OS X, Android, Linux, and UNIX. RDP uses TCP port 3389.

E-mail Related Protocols
While the World Wide Web may be the most recognizable service running on the Internet, 
it is not only service running on the Internet. E-mail is another service that runs on the 
Internet, and it may actually be one of the larger services. There are several protocols that are 
related to e-mail. Those protocols are Simple Mail Transport Protocol (SMTP), Post Office 
Protocol version 3 (POP3), and Internet Message Access Protocol version 4 (IMAP4). Each of 
these protocols is discussed next.

SIMPLE MAIL TRANSPORT PROTOCOL (SMTP). Simple Mail Transport Protocol (SMTP) 
was first defined by RFC 821 in 1982 and last updated by RFC 5321 in 2008. As its name sug-
gests, SMTP is a protocol that is used to transport e-mail from one server to another on IP net-
works. SMTP is intended for outgoing protocols and is used by mail servers and clients for this 
purpose. In the case of mail servers, SMTP is used to move e-mail from one server to another or 
from one location to the next as required. In the case of mail clients, SMTP is only used to move 
e-mail from the client to a mail server so that the e-mail can be relayed from there.

SMTP uses two other protocols (which has already been discussed) to accomplish its task of 
moving data from one e-mail server to another. The first protocol that SMTP uses is DNS. 

CERTIFICATION READY
What does SMTP stand 
for? What is the main 
function of SMTP? What 
port belongs to SMTP?
1.6
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CERTIFICATION READY
What does POP stand 
for? What is the 
difference between POP3 
and SMTP?
1.6

SMTP uses DNS to determine the location of a specific e-mail server it needs to send e-mail 
to. SMTP then uses TCP to establish and control the session while it is sending the e-mail to 
its intended destination server. SMTP uses port 25 to accomplish this.

While SMTP works well to move e-mail from a client to an e-mail server or an e-mail server 
to another e-mail server, getting the e-mail from the final destination server to the appropriate 
client is another matter. The two protocols that are usually used to move e-mail from an 
e-mail server to the correct client are Post Office Protocol version 3 (POP3) or Internet 
Message Access Protocol version 4 (IMAP4).

POST OFFICE PROTOCOL (POP). Post Office Protocol or POP is the oldest standard proto-
col used to retrieve e-mail from an e-mail server. POP was first introduced in RFC 918 in 1984. 
POP1 was soon superseded by POP2, which was introduced in RFC 937 in 1985. Finally in 
1988, POP3 was introduced in RFC 1081 and then updated to the current specification by RFC 
1939 in 1996. There have been a few extensions added since this time with the most recent being 
RFC 5034 in 2007, which added an authentication mechanism.

POP3 is used to connect to an e-mail server and retrieve any e-mails on that server before 
closing the connection. When POP3 retrieves e-mail it can either leave a copy on the server, 
or delete the e-mail from the server after downloading it to the client system. Additionally, 
POP3 supports encryption of the mail retrieval session using either SSL or TLS. POP3 uses 
port 110 to retrieve e-mail from an e-mail server.

INTERNET MAIL ACCESS PROTOCOL (IMAP). IMAP was developed more recently than 
POP. IMAP was first developed by Mark Crispin in 1986 and was first put forward as a pos-
sible Internet standard in 1988 in RFC 1064 IMAP, which introduced it as Internet Mail 
Access Protocol version 2 (IMAP2). In 1994 in RFC 1730, which was the first introduction of 
IMAP4, IMAP was changed to mean Internet Message Access Protocol. IMAP4 was in need of 
some fairly serious revision, which took place in 1996 under RFC 2030. The current form of 
IMAP4 is found in RFC 3501, which came out in 2003. There have been several updates since 
then, but the basics of IMAP4 have remained the same. The current form of IMAP4 is more 
correctly known as IMAP4rev1. IMAP uses TCP port 143.

IMAP4 and POP3 generally do the same job and both are widely supported by various e-mail 
servers. However, there are some differences between them.

One difference is how POP3 and IMAP4 interact with their e-mail servers. POP3 only con-
nects to the e-mail server long enough to download the appropriate e-mails. IMAP4 on the 
other hand generally stays up as long as the user interface is active. This means that IMAP4 
can download content on demand, while POP3 requires a unique session be set every time 
content needs to be downloaded.

Another difference is in how many clients can be connected to a mailbox at the same time. 
POP3 only allows one client to be connected at any one time, while IMAP allows multiple 
clients to be simultaneously connected to a single mailbox.

Message state information is another way in which IMAP4 and POP3 differ. POP3 has 
no mechanism to indicate whether a particular e-mail has been read, replied to, or deleted. 
IMAP4 does have these flags built in. When you see an e-mail client that puts up little flags 
when an e-mail has been read or replied to, you know that IMAP4 is the mail retrieval proto-
col being used by your client.

Two other functions that IMAP4 has but that POP3 lacks are the ability to have multiple mail-
boxes for a single user on an IMAP4-enabled e-mail server. This means that a single user can 
make multiple mailboxes on the server and move content around between these mailboxes. From 
the end user’s point of view, these mailboxes look like folders that are added in the e-mail client. 
The ability to request a server to search the e-mails of a specific user while they are still stored on 
the server is an additional ability that IMAP4 has that POP3 lacks. This means that end users do 
not have to download all their e-mail to their local computer before they can search them.
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CERTIFICATION READY
What does SNMP stand 
for? What is SNMP used 
for?
1.6

The two main weaknesses of IMAP4 are that it adds an additional level of complexity to 
using e-mail and it requires that TCP constantly keep up as session between the client and the 
server so that content can be downloaded as it comes in. These two main weaknesses are why 
IMAP4 has not replaced POP3. For the foreseeable future, both protocols will continue to be 
used for e-mail retrieval from e-mail servers.

Network Time Protocol (NTP)
Network Time Protocol (NTP) is the next protocol to discuss. NTP is a little known but very 
widely used Application layer protocol. NTP is the protocol used to synchronize clocks over 
packet-switched networks. Whenever computers on a network need to be synchronized, NTP 
is the protocol that is most likely used to do it. The NTP protocol has been in use for this 
purpose since at least 1985. RFC 1305, which was issued in 1992, standardized NTP to what 
we use today. NTP uses UDP and port 123 to carry out its synchronizations.

Simple Network Management Protocol (SNMP) 2/3
The last Application layer protocol to discuss is Simple Network Management Protocol 
(SNMP). SNMP primarily uses port 161 and UDP as its Transport layer protocol. As sug-
gested by its name, SNMP is used to manage network systems.

RFCs for SNMP first appeared in 1988. Unlike the previous protocols discussed, instead of 
having one RFC that described SNMP, several RFCs were used to describe different aspects 
of SNMP. The first group of these RFCs was 1065, 1066, and 1067. While RFCs 1065 and 
1066 described various aspects of network management, RFC 1067 titled “A Simple Network 
Management Protocol” discussed how the ideas in the first two RFCs could be implemented 
in network management protocol. It is from that title that we get SNMP. The proposed net-
work management protocol came to be known as SNMPv1. The three RFCs listed above 
were updated two years later by RFCs 1155, 1156, and 1157.

In 1993 RFCs 1441–1452 were proposed. These RFCs revised the previous RFCs and 
became the basis for SNMPv2. RFCs 1901–1910 were added to RFCs 1441–1452 and cre-
ated a community-based version of SNMPv2 called SNMPv2c and a user-based version of 
SNMPv2 called SNMPv2u. Some people consider the community-based version of SNMPv2 
to be the de facto SNMPv2 standard. RFCs 1902–1908 describe the community-based ver-
sion of SNMPv2. In 2002, RFCs 3411–3418 were released that described SNMPv3 and form 
the basis for the SNMP that we use today. All versions of SNMP use UDP port 161.

For a SNMP-managed network to work, three components are needed. These three components are 
managed devices, agents, and the network management system. Managed devices consist of any net-
work devices or nodes that are running SNMP client software, which are able to share information 
with the network management system. Devices that can be managed devices are things like routers, 
switches, IP cameras and phones, printers, host computers, and pretty much any other device that 
can run on a network. Agents consist of client software that runs on the various managed devices. 
Finally the network management system is a device, usually a server, which runs the application that 
monitors and controls the various managed devices that are running on the network. There can be 
more than one server working in this capacity on a network.

Network management systems are very useful and can make a network administrator’s job 
a lot easier when it comes to managing a network. However, with SNMP running on all 
devices on a network, there are some inherent security concerns. Some such concerns are that 
if a hacker gets a packet sniffer into a network, he will be able to map out the entire network. 
Another concern is that because SNMP exchanges a lot of information between its serv-
ers and clients, hackers using said packet sniffer running on the network could compromise 
sensitive information about different clients. SNMP running on a network is often named in 
network security threat lists produced by different security organizations. As a result of this, 
perhaps the best advice that a network administrator can follow in regard to SNMP is to only 
run it on the network when it is needed, otherwise keep it turned off.
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■ How Protocols Work Together

THE BOTTOM LINE 

In this portion of Lesson 5, we use a utility called Wireshark to analyze the traffic on a 
network and to visually see how the different protocols work together to carry out assigned 
network tasks.

Perhaps the best way to demonstrate how the same protocol suite or different protocols work 
together is to use a tool called Wireshark. Wireshark is a free and open-source protocol analyzer 
created by Gerald Combs, which was originally called Ethereal but was changed to Wireshark 
in 2006. It can easily be found on the Internet by doing a Google search for it. Pretty much 
every computer platform commonly in use has a version of Wireshark that works with it.

Protocol analyzers can capture packets as they go across a network and then open them to 
allow a network administrator to view their headers and content. One of the unique things 
about Wireshark is that it is programmed to actually understand the different protocols it is 
able to capture. This allows Wireshark to not only display the encapsulation and their fields, 
but to also tell you what they mean. Figure 5-9 is a screen shot of what Wireshark looks like 
with some captured protocols.

Figure 5-9

Wireshark with captured 
protocols

In this section of Lesson 5, Wireshark is used to explain how protocols work together. 
There is also be a lab at the end of this lesson where the student can become familiar with 
Wireshark.

As you can see in Figure 5-9, there are four major parts of the Wireshark screen. The top part 
of the screen is where the menu and shortcut icons are located to manipulate the Wireshark 
application. The window immediately below those icons shows the various packets and such 
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that have been captured. Below the capture window is the detail window that gives the details 
of a protocol packet when it is highlighted. Finally the somewhat smaller window below the 
detail window contains the data payload of the packet being analyzed. If there is any text that 
was sent in the clear, it can be easily read in this window.

Figure 5-10 shows the first area of importance discussing how protocols work together.
Figure 5-10

Protocols captured by 
Wireshark

This window contains several pieces of important information. On the far left, it contains the 
frame number of the captured packet and the time after the start of the capture that it was 
obtained. Moving to the right, the next two columns list the IP addresses of the source and 
destination computers or devices. Next over is the highest-level protocol that was used in each 
specific packet. Finally, all the way over to the right is a little bit of information about the 
captured packet. If this was all the information that Wireshark was able to obtain, it would 
be quite useful in its own right. However, Wireshark is able to capture much more detailed 
information. Figure 5-11 shows the detail of a packet in the captured-packets screen.Figure 5-11

Packet detail screen by 
Wireshark
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Figure 5-12

Packet detail screen by 
Wireshark with protocol 
headers expanded

This screen shot was obtained by double-clicking the packet whose detailed information was 
desired. When the packet is double-clicked, it opens a new window that shows details like 
those seen here.

At the top of Figure 5-11 is a list of protocols. In this case, the protocols listed from top 
to bottom are Frame, Ethernet II, Internet Protocol, Transmission Control Protocol, and 
Hypertext Transfer Protocol. These protocols are all the protocols that were encapsulated 
within the packet that was chosen by double-clicking it.

As you can see in Figure 5-12, each of the protocols in the detail list can in turn be expanded 
to show the header information. These headers contain valuable information for trouble-
shooting or compromising a given network.

Figure 5-13 shows the fully expanded IPv4 header for the packet captured. If you 
compare the information in Figure 5-13 to the IPv4 header diagram previously shown 
in Figure 5-2, you can see that every field is accounted for and the information that 
is entered into each field is fully present. A similar comparison can be done with 
any protocol header that is available in the TCP/IP Protocol Suite when captured by 
Wireshark.
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Figure 5-13

Packet detail screen 
by Wireshark with Internet 
protocol header fully expanded

The bottom windows in the Wireshark screen shot show the data content or payload of the 
packet. In Figure 5-14, the bottom window has been expanded to show as much of the pay-
load as possible.

In this case, the payload is a request for a section of the Washington Post web page. We know 
this because the information is written in the English language section of the data window. 
We also know from the information found in the IP protocol that the source of the request is 
the local computer, while the destination is the Washington Post web server.

Now that Wireshark has been explained, we can use it to show how the different protocols 
work together to accomplish a given task. In the previous examples, we had an HTTP data-
gram that was used to carry part of a Washington Post story. However, HTTP could not pull 
down this web page on its own. If we look at Figure 5-11 again, we notice that there were five 
protocols involved in accomplishing this.

One protocol was the frame itself that was used to move the data onto the computer. The 
frame more or less described the length of the frame and what protocols were encapsulated 
within it. This is seen when the Frame protocol in the detail screen is opened. The frame 
mainly provides layer one information.

Next up was Ethernet II. When we open this protocol, we see the source and destination 
MAC addresses. Ethernet is the protocol used to move the previously described frame across 
the network.

Internet Protocol is listed next. When we open the Internet Protocol portion of the details 
window in Wireshark, we see that IPv4 was used. We also see the source and destination 
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Figure 5-14

Packet detail screen by 
Wireshark showing the data 
window fully expanded

IP addresses. The protocol header also lists what flags and options were used and its header 
checksum. This Internet Protocol is used to find the best route from the local computer to 
the web server that contains the Washington Post’s article.

TCP is the next protocol listed. When TCP is opened, it tells us what the source and destina-
tion port numbers of the packet are. Additionally it tells us what the sequence number of the 
packet is as well as its acknowledgment number. Beyond this, we are also told what flags are 
set along with window size and the header checksum. TCP sets up the session that allows the 
Washington Post web server that contains the story to send it to the local computer running 
Wireshark.

The last protocol used was HTTP. This protocol sent the request for the html code that 
allows you to view the web page in a web browser. When we expand this protocol, we see lots 
of useful information, such as which version of HTTP is being used—version 1.1. We can 
also see that Firefox was the browser used to send the request for the web page and Windows 
NT 6.1, Windows 7, was the operating system used. We can also see that the specific host the 
web page expected to come from is voice.washingtonpost.com.

As you can see from this example, no single protocol in a given protocol suite can be 
used to accomplish everything that needs to be done. It takes multiple protocols working 
together to accomplish their assigned tasks. The physical limits of the frame are defines 
by the Frame protocol. Ethernet II protocol is used to move the datagram across the net-
work based on MAC addresses. IP is used to navigate the datagram from its origination 
point to its destination point. TCP is used to establish the session that is needed to send 
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the data back and forth, and HTTP is required to send the actual request for a specific 
web page.

As you explore further with Wireshark, you will see that all the tasks you do across a network 
actually require different protocols working together to accomplish them. However, in the 
case of a LAN like the one used in most homes and classrooms, even though different proto-
cols are used to accomplish different tasks, pretty much all tasks will require at least a Frame, 
Ethernet II, and IP. Beyond these three protocols, at least when TCP/IP is the protocol suite 
of choice, things are wide open when it comes to what other protocols you may see being 
used on your network and what tasks they are being used for.

There is an actual 
protocol called Exterior 
Gateway Protocol 
(EGP); however, this 
is an obsolete protocol 
that has been replaced 
by the BGP protocol. 
That obsolete EGP 
protocol is not the 
object of this discussion; 
the concept of exterior 
gateway protocols is the 
object of this discussion.

TAKE NOTE*

■ Routing Protocols

THE BOTTOM LINE 

This section of Lesson 5 discusses what routing protocols are and the various concepts 
involving in routing protocols. We examine some specific routing protocols as well.

All the protocols discussed so far are called routed protocols or protocols that can be routed 
over a network via routers and other network devices. The protocols we discuss next are called 
routing protocols. This means that they are protocols that are used by routers to compile 
routing tables, which are then used to move those previously mentioned routed protocols 
around the network.

Purpose and Properties of Routing Protocols

The purpose of routing protocols is to compose routing tables that are used to then determine 
the best routes to send data down as they head to their specific destinations. The properties 
of routing protocols are varied and are largely dependent on which routing protocol is being 
discussed. The first part of this section of Lesson 5 deals with different concepts that are con-
nected to Routing Protocols. Afterward, we look as some specific routing protocols that are 
commonly used.

INTERIOR GATEWAY PROTOCOLS VERSUS EXTERIOR
GATEWAY PROTOCOLS
Interior Gateway Protocols (IGPs) are those protocols that are used within an 
Autonomous System (AS) to discover the best routes, while Exterior Gateway Protocols 
(EGPs) are those protocols used to discover the best routes between various Autonomous 
Systems. Another way of looking at it is that IGPs are used only within specific networks, 
while EGPs are used to find the best routes between autonomous or separated networks 
that are still linked.

When the term Autonomous System, or AS, is being used, it refers to distinct networks that 
are still connected to each other by some exterior network link. The best way to think of an 
AS is to think of it as a network of routers that are internally connected without having to 
get on to the Internet to interact. If an AS is large enough, it is actually common practice to 
break it into several smaller ASs.

STATIC VERSUS DYNAMIC ROUTING
Static routing and dynamic routing are two different ways that routing tables can be built in 
a router. These routing tables are built and stored in different routers to be used by IP packets 
to find the best route to their intended destination.

The most basic way of building these routing tables is to manually create a routing table in a 
router. As new routes are needed on a network or old routes change, a person has to manually 

CERTIFICATION READY
What is the difference 
between a routed 
protocol and a routing 
protocol?
1.4

CERTIFICATION READY
What is the difference 
between an interior 
gateway protocol and 
an exterior gateway 
protocol?
1.4
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CERTIFICATION READY
What is the difference 
between static and 
dynamic routing? When 
would static routing be 
preferred over dynamic 
routing?
1.4

change or update the routing tables on the affected routers. This is called static routing. 
Unfortunately static routing is a time-consuming process and is prone to errors.

Because static routing is time consuming and error prone, routing protocols were created 
that are able to dynamically create their own routing tables and keep them updated. When a 
routing protocol is used to dynamically build and update routing tables in a router, it is called 
dynamic routing.

For most purposes dynamic routing is preferred. When using dynamic routing, each router 
broadcasts its routing table to those routers that are nearest to it. Over time as routers 
broadcast their routing tables to other routers and those routers add the new routes to their 
own routing tables, a map is built up in a router’s memory of the entire network. In this 
way, routers are able to build routing tables in their memory, which are used by IP packets to 
determine the routes they should take to reach their destinations.

Even though dynamic routing is the most preferred method of building routing tables in a 
router, there are some special circumstances where it is better to use a static route. A static 
route is usually preferred when it is desirable to keep specific routes secret on a network for 
security purposes. If a static route is manually programmed into a router’s routing table, 
the only time it is broadcast is when the static route has a change of state, which is where 
a route comes up or goes down for some reason. A static route is not broadcasted with 
the general routing tables that are broadcasted when dynamic routing protocols are used. 
Even if a hacker does manage to compromise a network, every time the routers update 
their routing tables by broadcasting them to other nearby routers, the static routes are not 
included and so the hacker cannot intercept them. In this way, using static routing for 
select routes protects them from hackers finding out about them simply by listening to the 
network traffic on a network.

ROUTING METRICS
The purpose of any routing protocol is to compile a table listing all the routes that are known 
to it so that the created table can be used by IP to find the best route to a specific location. 
The measurements used by a routing protocol to determine the best routes available to it are 
called metrics.

Metrics can be something as simple as hop counts, where a routing protocol determines 
that the best route to a specific destination is the route with the fewest number of hops. 
Alternatively, a routing protocol can take into account other things such as reliability, band-
width, and delay to determine the best route to a specific destination. The more metrics a 
routing protocol can use to determine the best route to a specific destination, the better the 
routing protocol is considered to be. We will briefly go over some of the more common met-
rics used and exactly what they are.

Hop Count
Hop Count is the most basic metric used. Every time a packet passes through any type of 
network interface, it is registered as a hop. The hop count metric counts the number of hops 
between the source and destination and choose the route with the fewest number of hops. 
The biggest drawback to this metric when it is used by itself is that it does not take into 
account any other measurements. The following example illustrates this point. If it takes 3 
hops over dial-up lines to get to a specific destination and 4 hops over high speed commu-
nications lines to get to the same detonation, a routing protocol using hop count as its only 
metric will always take the 3 hop dial-up route.

MTU (Maximum Transmission Unit)
A Maximum Transmission Unit or an MTU is a measurement of the maximum size permitted 
for a packet to be sent over a network. If a packet exceeds the MTU then the packet has to be 
broken up into smaller pieces that do not exceed the MTU. Breaking up a packet in to smaller 

CERTIFICATION READY
What is a routing 
metric? What are some 
commonly used routing 
metrics?
1.4
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units requires additional processing power on the part of the router attempting to transmit the 
packet. When MTU is used as a metric for determining the best route a particular packet can 
take, the router is checking what MTU size is allowed on a particular path. Generally a router 
will prefer a path that allows for packets up to the size of the packet it needs to transmit over a 
route that requires the packet to be broken up into smaller pieces. The reason for this is because if 
the packet has to be broken up into smaller units more processing power is required on both ends 
of the connections. More processing power is required on the sending end because the packet 
needs to be broken into smaller units to accommodate a route with a smaller MTU. On the 
receiving end, more processing power is required to put the fragmented packet back together.

Bandwidth
When a router uses bandwidth as a metric this means the router takes into account the net-
work speeds of each possible route. Once the router has taken into account network speeds 
it chooses the best route based on which route can get the packet to its destination the fastest 
based on the network speeds available over the route. If bandwidth is being used as a metric 
then the scenario presented under the “Hop Count” heading will not happen. The reason the 
presented scenario will not happen is because the router will recognize that the high speed 
communication route is faster than the dial-up route regardless of hop count and choose the 
high speed communications route.

Cost
Cost is an arbitrary metric used by routers to determine the best route to a destination. 
The reason cost is arbitrary is because cost is set by the administrator of the network. The 
administrator assigns “cost” to each route based on which routes he or she prefers the rout-
ers choose. The administrator does this by setting routes he or she does not favor to a high 
cost while setting routes that he or she does favor to lower cost. The routers will then look at 
the relative cost of different routes and choose the one with the lowest overall cost. One big 
advantage of using cost as a metric is that the administrator can define which routes he or she 
prefers the routers take while still leaving up the less favorable routes. This is an advantage 
because in the event that something happens to bring down the favored route, the less favored 
routes will still be available to take up the slack.

Latency
Latency is simple the measure of how much time it takes a packet to travel from one location 
on a network to the other. When latency is used as a metric for choose the best path, the rout-
ers measure how long it takes a packet to make a round-trip to a specific location and back. 
Once the router knows what the round-trip times are for each route to a specific location, it 
will choose the route with the fasted round-trip time and send the packet down that route. 

Latency differs from Bandwidth because with bandwidth as the metric the router is only 
concerned with how fast the communications links between two locations are. However, with 
latency, other factors that may slow down a round-trip such as delay, reliability, and load are 
taken into account.

UNDERSTANDING ROUTING TABLES AND HOW
THEY APPLY TO PATH SELECTION
Routing tables are small databases that routers and other networked devices use to determine 
which route to take to get to a specific location on the network. A routing table can contain 
three types of routes in its database. The three types of routes are:

• Gateway routes: The route to another router or other similar type device.

• Host routes: The route to a specific host device such as a specific computer.

• Default routes: The route a packet is to take if the router does not know where the 
destination route is. This is sometimes called a gateway of last resort.

CERTIFICATION READY
What is the difference 
between bandwidth and 
latency when both are 
being used as a routing 
protocol metric? 
1.4

Many people make the 
mistake of believing that 
only routers use routing 
tables. This is not cor-
rect. Most devices that 
connect to a network 
contain routing tables 
of one sort or another, 
including such devices 
as PCs and network-
enabled printers.

TAKE NOTE*
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There are several different information fields in routing table databases. The three most 
common are the network id of the destination network, the cost of the path the packet takes 
to get to the destination network, and the next hop. The cost refers to the network cost, 
or metrics needed, in getting to the destination network. These metrics can be such things 
as the number of hops needed to get to a specific destination, the reliability of the band-
width of the routes used to get there, or several other such values. Cost can also be a valued 
assigned by the network administrator. In that situation, a network administrator assigns a 
higher cost to less-preferred paths and a lower cost to more-preferred or favored paths. The 
next hop value is simply the IP or other protocol address of the next stop along the path to 
the desired destination.

Aside from the information discussed previously, some devices, especially routers, will contain 
additional information in their routing tables such as fields like quality of service, links to 
filtering criteria, and interfaces. The quality of service field contains information like whether 
a particular link is up or down. Links to filtering criteria are simply links to any access control 
list that may be applied to specific routes. Finally, interfaces refer to the specific interface of a 
router to which a routing table refers. This is a necessary field because most routers have mul-
tiple interfaces.

Distance Vector Routing Protocols

Routing protocols come in two types or a hybrid of those two types. The two types of 
protocols are distance vector routing protocols and link-state routing protocols. These
two classes of protocols are based on how the protocol goes about determining its
routing table.

The simplest type of routing protocol is a distance vector routing protocol. In a distance vec-
tor routing protocol, each router periodically sends an update of its routing table to all the 
neighboring routers that are directly connected to it. In this way, periodically the entire network 
of routers gets updated. The time it takes for this update to take place is called convergence. 
When the routers on a network remain in a converged state, it is said that they are operating in 
a steady state. What this means is that all the routers in a network are updated and all they are 
doing is maintaining the status quo. This steady state is the state that you want a network to 
remain in as much as possible.

The main advantage of distance vector–based routing protocols is that they take less over-
head to update each other and have less message traffic than the alternative link state routing 
protocol. The disadvantage of distance vector–based protocols is that they are susceptible to 
certain types of looping errors.

We can see an example of how a looping problem can come about by imaging a long line of 
routers. A Router_A on one end of a line of routers receives a message that a route has gone 
down. Router_A updates its own routing table to include this information and then passes it 
on the new routing table to the routers next to it. However, before the routing table update 
has had a chance to reach the other end of the line of routers, Router_A receives another 
message that the route is back up. Again Router_A updates its own routing table and tells 
the routers next to it about the change. By this time the original update has reached the end 
of the router line where it updates routing tables and sends out the update back down the 
line. In this way, these two routers are constantly updating their tables with a route being up 
and then down and passing that information on to their neighboring routers, thus perpetu-
ating the problem.

To overcome this problem, counter measures such as route poisoning and split horizons have 
been developed. Route poisoning simply forces a route to stay down until an entire update 
cycle has been completed before it allows a new update to be passed down the line. In split 

CERTIFICATION READY
What are routing tables? 
How are routing tables 
used by routers? What 
can happen if routing 
tables are not up to date?
2.1

CERTIFICATION READY
What is convergence? 
What are some 
commonly used metrics? 
1.4

CERTIFICATION READY
What does it mean 
for a network to be 
in a steady state of 
operation? 
1.4
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horizon, updates are only allowed to go one way down the router line. Both of these solutions 
solve the looping problem just discussed.

As mentioned previously, distance vector routing protocols are protocols that use metrics 
such as hops, reliability, delay, and/or bandwidth to determine the best route to a spe-
cific destination. Second, distance vector routing protocols update their routing tables by 
broadcasting them to those routers directly connected to them. The Routing Information 
Protocol (RIP), the Internal Gateway Routing Protocol (IGRP), and the Border Gateway 
Protocol (BGP) are examples of distance vector routing protocols. We examine those proto-
cols briefly next.

ROUTING INFORMATION PROTOCOL (RIP)
Routing Information Protocol (RIP) is one of the older routing protocols available. It was 
in use prior to 1988 and was formally described in RFC 1058 in that year. Because RIP 
is intended for use in local and wide area networks it is classified as an Internal Gateway 
Protocol (IGP). This means that it cannot be used to determine routes between WANs and 
other local networks. It can only be used to determine routes within single networks. The 
only metric used by RIP to determine best routes is hop count. However, RIP has a hop 
limit of 15. Any routes beyond this are out of reach of RIP, therefore, it can only be used on 
smaller networks.

A couple of other limitations that RIP has are the fact that it cannot be authenticated and 
cannot use a variable length subnet mask. This means that all the sub-networks within a spe-
cific class must be the same length. RIP is unable to use sub-networks that have been broken 
into smaller sub-networks after the original sub-network has been set.

Because of some of these deficiencies, RIP was updated to RIPv2 in 1993 in RFC 1388. RIPv2 
as we use it today was finalized in RFC 2453 in 1998, with only one update added in 2007. 
While RIPv2 kept the 15-hop limit, it did add a few additional capabilities or improvements. 
Support for CIDR was added as well as a mechanism for allowing authentication.

Both RIP and RIPv2 are still in use today, though both were technically obsolete by IGRP. 
Ironically IGRP is not commonly in use today because it has been obsolete by other protocols 
in wide use such as EIGRP and OSPF.

INTERIOR GATEWAY ROUTING PROTOCOL (IGRP)
Interior Gateway Routing Protocol (IGRP) is a routing protocol that was invented by Cisco. 
It is considered a classful routing protocol because it only uses subnets based on the Class A, 
B, C standard for IP addresses. Because it was invented by Cisco, it is considered a propri-
etary protocol and was never a major routing protocol standard. The biggest contribution 
IGRP made to routing protocol standards is the fact that it used multiple metrics to deter-
mine the best route to specific destinations. The metrics accepted by IGRP are bandwidth, 
delay, maximum transmission unit (MTU), load, and reliability. IGRP is considered to be an 
obsolete routing protocol even by Cisco, but is mentioned here because of its relationship to 
EIGRP, which is discussed later.

BORDER GATEWAY PROTOCOL (BGP)
Border Gateway Protocol (BGP) is a very important protocol to know about in regards to 
how the Internet works. While very few network users ever actually use BGP themselves, 
the Internet Service Providers (ISPs) they connect to in order to get onto the Internet use 
BGP quite extensively. BGP, or more specifically BGP-4, is the routing protocol most 
ISPs use to create routing tables to help determine the best path between the Autonomous 
Systems (ASs) used by the different ISPs for their own networks. The routing tables cre-
ated by BGP are what allow users to easily move around from one section of the Internet 
to another.
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Unlike most vector-based routing protocols, the metrics used by BGP are a bit different 
because they are based on paths, network policies, and rule sets used by the various ISPs.

BGP was first introduced in RFC 1105 in 1989. Various revisions have been made to BGP 
up to RFC 1654, which proposed BGP-4. BGP-4 became the preferred version of BGP for 
border gateway routing in 1994. BGP was last updated by RFC 4271 in 2006 and is the basis 
for the version of BGP-4 used almost exclusively today by ISPs.

Link State Routing Protocols

Link state routing protocols are the other major type of routing protocols used by routers 
to construct their routing tables. In link state routing, instead of simply updating neigh-
boring routers with its own routing table, each router constructs an entire map of all the 
routers connected together in a network and updates all the other routers in the network 
with its entire network map. Once the map is formed, the router calculates the quickest 
path to every node on the network and stores those paths in memory. This then is the 
routing table that link state routing protocols use. Aside from the main routing table, link 
state routing protocols also calculate an alternative route to the same nodes. In this way, 
if the main route is down, a link state routing protocol can immediately switch to the 
alternate route while it goes through the process of calculating a new routing table. Like 
with distance vector routing protocols, the time it takes all the routers on the network to 
update each other with the current routing tables is called convergence. Once the network 
is running in a converged state, it is said to be operating at a steady state, again like with 
distance vector routing protocols. Again, the goal is for the network to operate in a steady 
state as often as possible.

The main advantage of link state routing protocols is that they have a map of the entire 
network stored in memory and are able to calculate the most efficient route to any given 
node based on that map. Link state routing protocols also only send updates when there are 
changes in the state of the network instead of every so many seconds like distance vector rout-
ing protocols do. The main disadvantage is that link state maps take more resources on the 
router and network than vector-based routing tables would because of all the data that needs 
to be updated to the other routers. It also means that more processing power is given over to 
compiling maps, updating maps, and determining routing tables. A couple of examples of 
link state routing protocols are Open Shortest Path First (OSPF) and Intermediate System to 
Intermediate System (IS-IS).

OPEN SHORTEST PATH FIRST (OSPF)
Open Shortest Path First (OSPF) is a link state routing protocol designed to be used in IP 
networks. OSPF works with both IPv4 and IPv6. OSPF is also classified as an interior gate-
way protocol because it can only be used in the confines of an AS. Metrics used by OSPF 
include round-trip time (RTT), which is a measure of the distance to a specific router, net-
work throughput of a link, or a link’s reliability and availability.

In order to overcome the high traffic disadvantage of link state routing protocols, OSPF 
nominates a designated router (DR) and backup designated router (BDR) in a particular 
segment of an OSPF network. The DR and its backup limit the updating messages that are 
sent between the routers. Instead of each router updating all the routers near it every time the 
network state changes, the update is forwarded only to the DR and BDR if present. The DR 
and BDR keep a complete and updated map of the network in their memory. When the DR 
receives news of a change of state on the network from a router in its segment, it then multi-
cast that update to each of the routers in the segment it oversees. In this way the update mes-
sage traffic on that segment of the overall network is reduced. If something happens to the 
DR, then the BDR becomes the DR and a new BDR is designated. This provides redundancy 
and prevents an interruption of the network being updated. OSPFv2 was first introduced by 
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RFC 1247 in 1991 and has since been updated many times as technologies have changed and 
since IPv6 was introduced.

INTERMEDIATE SYSTEM TO INTERMEDIATE SYSTEM (IS-IS)
Intermediate System to Intermediate System (IS-IS) is an interior gateway protocol used to 
determine routing tables within an AS using link state routing. IS-IS is pronounced i-sys 
when being discussed.

IS-IS functions similarly to OSPF and was developed at about the same time. The primary 
difference between the two protocols is that OSPF is defined specifically for IP while IS-IS is 
not. There is also some difference in how the two protocols define the areas of the network 
for which they are creating routing tables. OSPF uses router interfaces to define AS areas, 
while IS-IS uses routers to define these areas.

Although IS-IS is not commonly used in enterprise network environments, it is used by some 
ISPs. IS-IS is not considered an Internet standard, but it is defined in the Open Systems 
Interconnects (OSI) reference design documents.

Hybrid Routing Protocols

Both distance vector and link state routing protocols have advantages and disadvantages. 
In an attempt to develop routing protocols that included the advantages of each while 
minimizing their disadvantages, hybrid routing protocols were developed. A hybrid rout-
ing protocol uses the distance vector metrics-based method of determining best routes, 
while using the link state method of updating the other routers in the network. This mini-
mizes the calculations needed to determine the best routes and keeps the link state pro-
tocol’s ability to only have to update fellow routers when a change is detected on the net-
work. This has the advantage of limiting the processing the each router has to do to find 
routes while also limiting the number of updating packets that have to be sent by routers 
to make sure that all routing tables are up to date. One of the more commonly used 
hybrid routing protocols is one from Cisco called Enhanced Interior Gateway Routing 
Protocol (EIGPR).

ENHANCED INTERIOR GATEWAY ROUTING PROTOCOL (EIGRP)
Enhanced Interior Gateway Routing Protocol (EIGRP) is a Cisco proprietary protocol 
that is based on Cisco’s IGRP protocol. EIGRP has advanced distance vector-based capa-
bilities. It also uses some techniques of link state routing protocols and is for this reason 
considered a hybrid protocol; although, there are those who would debate whether EIGRP 
is a true hybrid.

There are several distance vector routing protocol capabilities that EIGRP has. One such 
capability is using distance vector metrics to determine the best route to a specific destina-
tion. The metrics used by EIGRP are the same ones used by IGRP. Those metrics are band-
width, load, delay, reliability, and MTU (maximum transmission units). Another feature of 
distance vector routing protocols shared by EIGRP is that it updates its directly connected 
neighbors instead of all the routers on the AS or a specific DR (designated router) like 
OSPF does.

EIGRP differs from other distance vector routing protocols in several ways. When 
EIGRP updates its neighbor routers, it does not send the entire routing table, instead 
it only sends those portions of it that have changed since the last update. EIGRP also 
does not send updates at specific intervals. Instead EIGRP only sends updates when a 
new route is added directly adjacent to the router on which it resides, or when a change 
of state has taken place on a router connected to or within the router on which EIGRP 
resides.

CERTIFICATION READY
What are the two 
main types of routing 
protocols? What are a 
couple of examples of 
each type of routing 
protocol?
1.4

c05NetworkProtocols.indd Page 156  13/02/12  9:37 PM user-f396c05NetworkProtocols.indd Page 156  13/02/12  9:37 PM user-f396 F-396F-396



Network Protocols | 157

To determine the best route to a packet’s destination, EIGRP uses three tables to store the 
data used:

• Neighbor table: Contains information about the routers that are directly connected to 
the current router.

• Topology table: Works as an aggregation of the routing tables of all the routers directly 
connected to the current router. In effect, this is a topology of only the immediate net-
work a few routers out.

• Routing table: Contains the routes to the various destinations reachable by the router. 
This is used to send a packet on its way to the next stop on its route. The routing table 
is built from the topology table.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• About protocols suites.
• About the TCP/IP Protocol Suite.
• The different layers of the TCP/IP Protocol Suite.
• Some of the protocols used by the Internet layer of TCP/IP.
• Some of the protocols used by the Network layer of TCP/IP.
• Some of the protocols used by the Transport layer of TCP/IP.
• Some of the protocols used by the Application layer of TCP/IP.
• What port addresses are and what port addresses certain TCP/IP protocols use.
• How protocols from different layers work together to move data around a network.
• What routing protocols are and how they differ from other protocols.
• About distance vector routing protocols.
• About link state routing protocols.
• The difference between Internal Gateway Protocols and External Gateway Protocols.
• Some distance vector-based protocols.
• Some link state protocols.
• What static routing versus dynamic routing is.
• How routing tables are used to in regard to path selection.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. A group of protocols that are designed to work together is called a 
_____________________.

 2. The most important protocol suite for networking is _________________.

 3. _________________ is the TCP/IP protocol that is used to determine the best path a 
packet can take to reach its destination.

 4. A connectionless protocol that is used to establish a TFTP session between two comput-
ers is _____________________.

 5. DNS uses port ________________.

Knowledge Assessment
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 6. An Application layer protocol that is used to reliably transfer files between one computer 
and another is ______________________.

 7. _________________ routing is where a route is manually written into a router’s con-
figuration.

 8. A group of routers that are internally connected to each other is called an ___________
__________________________.

 9. A generic term for a routing protocol that is used to create routing tables within an AS is 
called an _________________________________.

 10. A generic term for a routing protocol that is used to create routing tables between differ-
ent ASs is called an ________________________________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. Which of the following best describes what the ICMP protocol is used for?
a. Sending Internet Protocol control messages to other computers.
b. Sending messages to a specific group of computers.
c. Altering the physical addresses of packets so that they can be sent to their next 

destination.
d. Managing networks.

 2. What two ports does FTP use? (Choose two.)
a. 80
b. 20
c. 21
d. 143

 3. What port does DNS use?
a. 123
b. 23
c. 69
d. 53

 4. What port does HTTP use?
a. 23
b. 80
c. 25
d. 22

 5. What port does Telnet use?
a. 25
b. 23
c. 53
d. 69

 6. What port does SMTP use?
a. 21
b. 22
c. 25
d. 161
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 7. What protocol is used in conjunction with HTTP to make it secure?
a. SSL/TSL
b. SSH
c. POP3
d. SIP

 8. What two protocols are components of VoIP? (Choose two.)
a. SIP
b. TCP
c. IMAP3
d. RTP

 9. What protocol is used to help match IP addresses with URLs?
a. TFTP
b. CIDR
c. DNS
d. SNMP

 10. What is the currently most commonly used link state routing protocol?
a. IGP
b. EGP
c. IS-IS
d. OSPF
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Lab Exercises
■ Lab 1

Acquiring and Installing Wireshark

The purpose of this lab is to help students obtain the software program Wireshark and teach 
them how to install it.

MATERIALS
• Computer with access to the Internet

• Paper

• Pen or pencil

DO THE LAB

Install Wireshark
 1. Go to the URL www.wireshark.org.

 2. Click on the Download Wireshark button.

 3. The purpose of the next four steps is to find the most recent version of Wireshark avail-
able and download it in preparation for installation:

a.  Find the box near the top of the web page titled Stable Release with a series of 
numbers in parenthesis after it.

b. Look at the available releases listed.

c. Choose the release that best fi ts the computer and operating system you are using.

d. Download the release to a location on your hard drive.

 4. The purpose of the next five steps is to install the version of Wireshark you downloaded 
in the previous steps:

a. Go to the location where you chose to save your downloaded fi le.

b. Double-click the installation fi le and let Wireshark install itself.

c.  When Wireshark’s installation process asks if you want to install WinCap 4.1, or a 
later version, click Yes.

d.  Click on the check box to have Wireshark run after installation.

e. Do not close Wireshark because it will be used in the next lab.

If you are unable to find 
this URL do a Google 
search for Wireshark 
Download. You will 
find a downloadable 
setup file for Wireshark 
somewhere on the 
Internet.

TAKE NOTE*

■ Lab 2

Capturing Network Traffic with Wireshark

The purpose of this lab is to walk the student though the process of capturing network traffic 
using Wireshark.

MATERIALS
• A computer with Wireshark installed
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Figure 5-15

Opening Screen of Wireshark

Use Wireshark

 1. Make sure that Wireshark is running on your computer. If it is not, start it either from 
the Desktop or the Start Menu of Windows.

 2. Wireshark’s opening screen should look like Figure 5-15.

DO THE LAB

 3. Click on the Interface List icon under the Capture section of the screen. Results should 
look similar to Figure 5-16.

Figure 5-16

Wireshark with Interface List 
icon selected
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 4. Click the Start button next to the network interface that is currently being used.

 5. When you do this a screen similar to the one pictured in Figure 5-17 should appear.

Figure 5-17

Wireshark screen soon after a Capture has been started

 6. Minimize Wireshark and open several web pages with your browser.

 7. Close your web browser and open a command screen.

 8. Ping several known IP addresses.

 9. Ping a couple of known URLs.

 10. Go back to Wireshark and select Stop from the Capture Menu option in the top menu.

 11. Do not close Wireshark or erase the data just obtained because it will be needed for the 
next lab.

■ Lab 3

Analyzing the Data Captured Using Wireshark

The purpose of this lab is to teach the student how to use the data obtained by Wireshark. 
Once the student is able to understand how to use this data, he or she will be able to more 
clearly see and understand what is happening on the network when data is moving across it. 
This lab will also help the student better understand how different protocols on the network 
work together to accomplish the task of moving data around the network.
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MATERIALS
• Computer running Wireshark

• Paper

• Pen or pencil

DO THE LAB

Read and Interpret the Data Provided by Wireshark

 1. What IP address keeps appearing in either the source or destination column? Write it down.

 2.  Why do you think this IP keeps appearing in one of these two places? Write down your 
answer.

 3.  List 6 or 7 protocols appearing in the column labeled Protocol in the Wireshark capture 
data. Write the protocols down.

 4. Click on one of the protocol entries in the top screen and then list the lines that appear 
in the middle window. Write down you answer.

 5. Repeat step 4 for two other entries in the top window that contain different entries in 
the protocol. Write down the information.

 6. What do you notice about the information you have written down?

 7. What two or three lines appear in each of the lists you copied earlier? Why do these lines 
appear consistently? Write down what you think the answer is.
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 8. Click the � sign next to the Frame line. What type of information appears? Write this 
down. Close the – sign.

 9. Click the � sign for the rest of the lines in the middle windows. What are the heading 
lines and what data appears under each heading? Write this down.

 10. What is all this information showing you? How do you think it could be used? Write 
down your answers.

 11. What does this information tell you about how protocols work together on a network?
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Networking Devices 6LESSON

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Network Interface Cards Classify how applications, devices, 1.2
 and protocols relate to the OSI
 model layers.
 • NIC

Modems

Media Converters Categorize standard media types 3.1
 and associated properties.
 • Media converters:
  • Singlemode fiber to Ethernet 
  • Multimode fiber to Ethernet 
  • Fiber to Coaxial 
  • Singlemode to multimode fiber

Repeaters and Hubs Classify how applications, devices, 1.2
 and protocols relate to the OSI
 model layers.
 • Hub

Bridges and Switches Classify how applications, devices, 1.2
 and protocols relate to the OSI
 model layers.
 • Switch
 • Multilayer switch
 • Bridge
 Explain the purpose and properties 1.4
 of routing and switching.
 • Spanning Tree Protocol
 • VLAN (802.1q)
 • Port mirroring
 Given a scenario, install and 2.1
 configure routers and switches.
 • VLAN (trunking)
 • Managed vs. unmanaged
 • PoE
 • Diagnostics
 • VTP configuration
 • Port mirroring

165
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Channel Service Unit/ Identify components of wiring 3.8
Data Service Unit (CSU/DSU) distribution.
 • CSU/DSU

Routers and Firewalls Classify how applications, devices, 1.2
 and protocols relate to the OSI
 model layers.
 • Router
 Given a scenario, install and 5.5
 configure a basic firewall.
 • Types: 
  • Software and hardware firewalls 
 • Firewall rules: 
  • Block/allow 
  • Implicit deny 
  • ACL

Servers Summarize DNS concepts and 1.7
 its components.
 • DNS servers 
 • DNS records (A, MX, AAAA, CNAME, PTR) 
 • Dynamic DNS
 Explain the purpose and 2.3
 properties of DHCP.
 • Static vs. dynamic IP addressing 
 • Reservations 
 • Scopes 
 • Leases 
 • Options (DNS servers, suffixes)
 Explain the purpose and features 4.1
 of various network appliances.
 • Proxy server

Additional Specialized Classify how applications, devices, 1.2
Network Devices and protocols relate to the OSI
 model layers.
 • Encryption devices
 Explain the purpose and features 4.1
 of various network appliances.
 • Load balancer
 Categorize different types of 5.6
 network security appliances and
 methods.
 • IDS and IPS: 
  • Behavior based 
  • Signature based

Wireless Devices Given a scenario, install and 2.2
 configure a wireless network.
 • Compatibility (802.11 a/b/g/n)
 Compare and contrast different 3.3
 wireless standards.
 • 802.11 a/b/g/n standards 
  • Distance 
  • Speed 
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Roberta is a WAN engineer with Solar Systems Inc., which has a network with over 400 

computers. She has been directed by management to find a way to break the network into 

smaller units of no more than 50 computers that can only talk to other selected smaller units. 

How can she accomplish this task?

The Network Interface Card (NIC) is one of the most basic components in a computer 
network. Without the NIC, a computer is unable to access the network or share data with 
other computers on the network. NICs can be expansion cards or even directly built into a 
computer’s motherboard. In most newer computers, the latter option is usually true. Because 
NICs more often than not are built directly into a computer’s motherboard, the term Network 

■ Network Interface Cards

THE BOTTOM LINE 

In this section of Lesson 6, we discuss Network Interface Cards and their use in 
networking. We also discuss some of the features of Network Interface Cards.

CERTIFICATION READY
What is a NIC? What 
function does it perform in 
a network environment?
1.2

K E Y  T E R M S

Access Control List (ACL)

active hub

asymmetric loading

bandwidth shaper

bandwidth shaping

behavior-based detection

block/allow

bridge

buffering

caching

collision domain

Channel Service Unit/Data Service
 Unit (CSU/DSU)

DHCP options

Dynamic DNS

Encryption Devices

firewall

Fully Qualified Domain Name (FQDN)

gateway proxy server

hardware firewall

hub

implicit deny

intelligent hub

Intrusion Detection System (IDS)

Intrusion Protection System (IPS)

lease

load balancer

media

media converter

modem

Network Interface Card (NIC)

Network Interface Controller (NIC)

offloading

packet shaping

passive hub

port authentication

port mirroring

port-based authentication

Power over Ethernet (PoE)

priority activation

repeater

reservation

reverse proxy server

router

scope

signature-based detection

Spanning Tree Protocol (STP)

stateful protocol analysis

switch

traffic shaping

trunking

virtual LAN (VLAN)

wireless access point (WAP)

Virtual Networking Identify virtual network 1.9
 components.
 • Virtual switches 
 • Virtual desktops 
 • Virtual servers 
 • Virtual PBX 
 • Onsite vs. offsite 
 • Network as a Service (NaaS)
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Figure 6-1

PCI Network Interface Card

Interface Card is considered by some to no longer be the best term for this device. People who 
think that Network Interface Card is no longer appropriate for this device generally refer to it 
as a Network Interface Controller. Either way, the abbreviation NIC works just fine. Figure 
6-1 shows a basic PCI NIC Card.

Most NIC devices also have several Light Emitting Diode (LED) indicators on them. These indi-
cators help diagnose different network problems. Although different NICs may have different 
indicators, two LED indicators found on all NICs are the link light and the activity light. The link 
light is used to determine whether the NIC is linking, or connecting, to the network. If the NIC 
is correctly linking to the network the link light will be on. The activity light is the other LED 
indicator found on all NICs. This indicator is used to determine if there is any network activity 
reaching the NIC. Both indicators can tell you important information about your network. For 
example, if the link light is on but the activity light in not blinking, then the NIC is able to see 
the network, but it is not detecting any activity on it. This could be an indication that the port the 
NIC is connected to is not able to see the rest of the network. With this knowledge as a starting 
point, you are better situated to determine what problem the network may be experiencing.

Figure 6-2 shows a basic NIC card with indicator lights. The one labeled LNK is the link 
light, and the one labeled ACT is the activity light. The last indicator on this particular NIC 
is labeled 100 TX. This light lights up to indicate that the network is running at a full 100 
Mbps and is running in full-duplex mode.

Figure 6-2

PCI Network Interface Card 
with indicator lights
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Means of Communication and Media Used for Communication

Before discussing NICs in any further detail, there are two terms that you need to under-
stand about network communications. Those two terms are the means of communications 
versus the media used for that communication. For the purposes of this discussion, the 
means of communications refers to whatever is used to communicate data across a network 
such as electrical impulses, light pulses, or radio wave/microwave modulations. The media 
used for communications is whatever carries those communications across a network. 
Copper wires carry electrical impulses, fiber optics carry light pulses, radio waves carry 
radio wave modulations, and microwaves carry microwave modulations. The NIC takes 
data coming down the protocol stack in a computer and encodes it into the appropriate 
means of communication needed to send data across the media being used for network 
communications. There are many different standards and technologies used to do this. 
Some are familiar to us, like wire-based NICs, and wireless NICs, while others like fiber-
optic NICs are not commonly seen by the average end user. However, all NICs have one 
thing in common, they take the data coming off a computer and convert it to the appropri-
ate means of communication used by a particular technology to send that data down the 
media that is intended to carry it.

To do its job, a NIC has to work on both the Data Link layer and the Physical layer of the 
OSI Model. The NIC acts as a translator between the software in the upper layers of the 
OSI Model and the physical components of the media. When data is moving through the 
upper five layers of the OSI Model, it is completely logical; it has no physical component to 
it. However, when data is moving down a physical media, it needs to interact with the world 
of physics. In the case of copper wires, data needs to be presented as electrical impulses that 
are conducted by copper wires. In the case of fiber optics, data needs to be presented as 
packets of photons, or light, that fiber optics is designed to conduct. The job of a NIC is to 
get from the 1s and 0s of data to the electrical impulses or light pulses of the physical media, 
and to be able to go back the other way when it is receiving electrical impulses or photon 
packets. To do this, the NIC has to straddle the two worlds. Because the NIC exists on the 
Data Link layer it is able to understand the 1s and 0s coming from the upper layers of the 
OSI Model. Because the NIC exists on the Physical layer it is able to interact directly with 
the means of communication and media used to transfer the physical phenomena carrying 
data across a network.

Because NICs work directly with the physical layer of a network, it is very important that 
the correct NIC is used on a network. Only a NIC that is designed to work with a specific 
type of media and its associated means of communication can be used in a computer that 
connects to the same kind of media. It is not possible to use a fiber-optic NIC to connect 
to an unshielded twisted-pair network. It is also not possible to use a UTP NIC to connect 
to a coaxial network. The NIC used in a particular network has to match the type of media 
being used by that portion of a network specifically. Not only is the media important, but 
the means of communication is also important. If a network segment is transmitting data 
across a network segment at 100 mbps, a network card that is only designed to read data at 
10 mbps cannot be used.

In the same way that media and means need to be taken into account when deciding on a 
NIC, the technology standard being used also has to be taken into account. If the Ethernet 
LAN technology standard is being used on a network segment, a NIC designed for the Token 
Ring LAN technology standard cannot be used. Only a NIC designed to read the Ethernet 
LAN technology standard can be used.

If you want a NIC to work on a network segment, several different things have to be taken 
into account when purchasing that NIC. The NIC needs to be designed to use exactly the 
same media that your network uses. The NIC needs to be designed to read and write the data 
in exactly the same means and at the same rate as your network. Finally, the NIC needs to be 

You should know what 
media is and how it 
impacts the decisions 
you make regarding 
other equipment used 
on the network. You 
should be able to dif-
ferentiate between the 
media used to carry the 
signal and the physi-
cal phenomena used 
to propagate the signal 
within the media.

TAKE NOTE*
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designed to match the same technology standard your network uses. In summary, for a NIC 
to be usable on a specific network segment it must be designed to use the same:

• Media

• Means of communication and data rate

• Communication technology standard

Addressing

In order for an NIC to convert data into electrical impulses and such and get it to or from its 
proper destination, it needs to know where data is coming from or where a particular piece 
of data is intended to go. The NIC uses physical addresses to do this. Each NIC comes from 
the manufacturer with a unique physical address or serial number programmed into its ROM 
chip. This serial number is also known as the NIC’s physical address or MAC address, and it 
is used to move a frame from one network device to another within a particular network seg-
ment as discussed in Lesson 4.

The physical address assigned to a NIC by its manufacturer is 48 bits long. Because of the 
way this address is divided up into two 24-bit parts, each manufacturer has only 16 million 
or so unique addresses they can use before the manufacturer has to begin reusing physical 
addresses. While normally this does not have any impact on the performance of a network, 
occasionally it may because no two NICs on any given segment of a network can have the 
same physical address. If there are two NICs with the same physical addresses within the 
same network segment, it can make the whole network behave in an unstable manner. This 
instability can manifest itself as intermittent problems on the network and lost frames. When 
these kinds of symptoms manifest themselves on a network, it is a good idea to check MAC 
addresses on the network to find the duplicate addresses. If duplicate MAC addresses are 
found, simply replace one of the NICs that is carrying the duplicate MAC address, or if the 
NIC is built into a computer, move it to a different segment of your network.

XREF

If you would like to 
review the topic of 
physical and logical 
addressing and how they 
work together, you can 
reread the section of 
Lesson 4 titled “How 
Physical and Logical 
Addressing Work 
Together.”

■ Modems

THE BOTTOM LINE 

In this portion of Lesson 6, we discuss Modems. Some of the features found in modems 
are also discussed as well as their present obsolescence.

Modem stands for Modulator/Demodulator. A modem is a networking device that is 
used to modulate an analog signal in such a way that it can encode digital information 
or to demodulate the encoded signal so that it can be decoded back into something a 
computer can read. Any device that is used to encode digital information onto analog 
communications links, regardless of throughput, can rightfully be called a modem. 
However, many devices today are called modems that use digital encoding on digital 
media to transmit digital information. In the most correct sense of the word, these types 
of devices are not really modems.

In the past, the most commonly used and most recognizable modem was the one that was 
used, and in some cases is still used, to modulate the analog signal of a regular telephone line 
to encode digital information into it and then to demodulate return signals to view digital con-
tent from outer sources. These types of modems started out achieving only very slow data rates, 
but they gradually increased in speed. By the late 1990s, the modems used in home computers 
were able to attain speeds approaching 56.6 kilobits per second (kbps). Using data compression 
these devices enhanced their speed and were able to encode and transmit data across standard 
phone lines. Speeds approaching the 56.6 kbps rate however were on the upper end of the 
theoretical limits of such devices. Because of this limitation, other technologies were pursued.
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XREF

These technologies are 
discussed in Lesson 8. 
There is also more dis-
cussion about dial-up 
connectivity in Lesson 8.

Modems such as the ones used in home computers in the 1990s and later came in two 
types—external and internal. An external modem connected to a computer via the com-
puter’s COM port and later via a computer’s USB port. An internal modem was placed into 
a computer using an expansion slot. One type of internal modem—a soft modem or Win 
modem—used the operating system, drivers, and hardware of the motherboard to accomplish 
its task. This resulted in a drain on the hardware of the computer and the computer’s perfor-
mance. This also meant that a soft modem could only be used with the operating system for 
which it was designed. Soft modems were usually designed for the various Windows operating 
systems, which is why these devices were often called Win modems. These devices were not 
compatible with alternative operating systems such as Linux.

The other type of internal modem—hardware modem—did not rely on the operating system 
and the hardware built into the motherboard to carry out its task, instead it relied on its own 
hardware and the software built into the modem itself to fulfill its task. The hardware modem 
was the better type because it was not limited to one operating system. However, hardware 
modems were more expensive.

After the 1990s, newer technologies began to be developed that allowed access speeds far in 
excess of the speeds allowed by dial-up modems. It was the advent of these technologies and 
their pricing in ranges that were accessible to most American households that caused the use of 
dial-up modems to decline. Today most people access the Internet from their homes via cable 
broadband connections, various DSL-type technologies, or other usually wireless technologies.

Media converters are devices used to convert one type of media to another type. Such devices 
are used to convert coaxial to twisted pair or fiber to copper. These types of devices are 
important for allowing two different types of technologies in the same network. Figure 6-3 
shows a 9-pin serial connector converted to a RJ-45 connector. This type of media converted 
is essentially a wire-to-wire conversion.

■ Media Converters

THE BOTTOM LINE 

The two main types of media converters are discussed in this section of Lesson 6. One type 
is a wire-to-wire media converter, and the other type converts not just the wires but also 
the signal. Finally, we examine the role that some switches play in media conversion.

Figure 6-3

A 9-pin serial connection 
converted to a RJ-45 
connection

CERTIFICATION READY
What are media 
converters? In what 
circumstance would you 
use one?
3.1

Some types of media converted are also transceivers. A transceiver is used as a media converter 
when the data coming in on one side of the media converted needs to be retransmitted in a 
different format before sending it out the other end of the converter because the signals are 
not completely compatible. Figure 6-4 shows such a device.
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Figure 6-4

A transceiver converting a 
15-pin male serial connection 
into a 10BaseT Ethernet signal

The device shown in Figure 6-4 is intended to convert a serial interface signal into a 10BaseT 
Ethernet signal or vice versa. As you can see in the figure, one end contains the 15-pin male 
serial interface and the other end contains the RJ-45 Ethernet interface. Because the two types 
of signals are not fully compatible, the transceiver-converter has to take the signal coming in 
from one side and retransmit it as either an Ethernet or serial signal on the other side depend-
ing on which side of the device the signal originated from.

One of the more common situations where media converters are needed is when fiber optics 
are used to connected to switches together in a LAN but copper cables such as twisted pair is 
used to connect to the individual computers. In this situation, the media converted is usually 
built directly into the switch in question. That switch takes the fiber-optic cable coming in from 
another switch and converts it to electrical impulses that are then used to communicate to the 
computers or patch panel connected to the switch. This situation is illustrated in Figure 6-5.

Figure 6-5

Switches with fiber-optic cable 
coming in and UTP copper 
cables going out

In Figure 6-5 the thin cables coming into the two switches are multi-mode fiber-optic cables 
and the thicker cables going out are UTP CAT 5e Ethernet cables. Some special purpose 
media converters that are commonly used are discussed in the next few sections.

Fiber to Ethernet

There are many types of media converters used in the networking industry. Singlemode or 
multimode Fiber to Ethernet is one such converter. This type of media converter is used to 
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convert different types of fiber optic cables to Ethernet. Some things you need to consider 
when doing this is how fast the Ethernet is you are trying to convert to and what type of fiber 
technology you are converting from. If you are running Ethernet using singlemode or mul-
timode fiber then in reality all you may be doing is converting from the appropriate type of 
fiber to UTP or something similar. In this situation, you are still running Ethernet but you are 
changing cable types. This requires a media converter that does not need to do anything but 
convert the signal. However, you do need to make sure that the media converter you use is for 
either singlemode or multimode fiber depending on which type you are converting from.

On the other hand, you may be using the fiber optic cable to carry Ethernet, but you may 
need to convert from 10 gigabit or 1 gigabit Ethernet to 100 megabit Ethernet using UTP. In 
this case, you need to not only convert cable types but also data speeds. This requires a more 
capable media converter than the original scenario.

One other situation to keep in mind is that you may not be using the fiber to carry Ethernet 
signals. Instead, you may be using the fiber to carry T1, T3, or some other type of signal. In 
this case, not only do you need to convert the signal from fiber to copper, you also need to 
convert signal types or technologies. In this situation, the media converter you use needs to be 
able to not only convert the appropriate type of fiber to Ethernet, but also be able to convert 
the signal type as well. This particular scenario is particularly common when a signal is com-
ing into the network from outside the network. For example, you may have your ISP com-
ing into your corporate network using a T3 signal, but you are using 100 megabit Ethernet 
inside the corporate network. In this case, the T3 signal needs to be converted to an Ethernet 
signal that is actually a bit faster and the media type needs to be converted as well. When you 
are in this situation, you need to make sure that you have the appropriate conversion devices 
available so that you can get the ISP signal into your network. A bit more about this will be 
discussed later in this Lesson when we talk about CSU/DSUs.

Fiber to Coaxial

In the above section, we discussed converting fiber to some form of UTP Ethernet. However, 
UTP is not the only type of copper media that can be converted. It is also possible to convert 
between fiber and coaxial cables. This is most commonly done by cable television companies. 
These companies will sometimes run fiber optic cables into a certain neighborhood and then 
convert to coaxial when they get there. The reason they do this is because fiber can carry 
much greater bandwidth a much longer distance than coaxial cable can. However, once you 
are in the home, it is actually easier to use coaxial cable. One of the reasons it is easier to use 
coaxial in the home is because most home devices have connections for various copper media, 
including coaxial, but do not have connections for fiber media. Most of the same consider-
ations that apply to converting fiber to Ethernet also apply to converting fiber to coaxial. The 
main difference is that a different copper media is being used.

Singlemode Fiber to Multimode Fiber

So far we have discussed converting fiber to copper, but we have not discussed converting fiber 
to fiber. The reason a person may want to do this is because part of a network may use single-
mode fiber while another part may use multimode fiber. Perhaps singlemode fiber comes into 
a site from outside, but the main backbone of the site may be multimode fiber. In this scenario 
it becomes necessary to convert from singlemode to multimode at the site. Singlemode and 
multimode fiber use different techniques to encode data, so a media convert needs to be able 
to go from one encoding technique to another. A singlemode to multimode fiber converter 
may also need to be able to accommodate different data rates for the two types of fiber as well, 
as in some situations, the singlemode fiber may actually transmit data faster than the multi-
mode. You need to know exactly how you network works in order to know what type of con-
verter you are going to need when doing any type of media conversion in a network. 

CERTIFICATION READY
What are some different 
types of media converters 
you may come across 
while working on different 
networks? Why are all 
these types of media 
converters needed? 
3.1
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Figure 6-6

An active hub

■ Repeaters and Hubs

THE BOTTOM LINE 

This section of Lesson 6 discusses repeaters and the three types of hubs that are available. 
Those three types of hubs are passive, active, and intelligent hubs. The concept of collision 
domains is also discussed in this section.

Repeaters and hubs are closely related devices. In fact, you could say that hubs are multiport 
repeaters. A repeater is a device that repeats a signal it receives in order to rebroadcast it, thus 
extending the range of a particular cable run. A repeater is always active and requires a power 
source. The main thing about a repeater is that it has one cable coming in and one going out.

Use a rule of thumb—the 5-4-3 rule—to determine how and where to connect these devices to a 
network. This rule only applies to networks that are connected together with repeaters and hubs. 
The 5-4-3 rule works like this. A network connected together with repeaters and hubs can only have 
5 segments on it. The 5 segments can only be connected with 4 connecting devices linking them 
together. Finally, only 3 of those segments can contain computers. The 5-4-3 rule can be summed 
up like this, 5 segments, 4 connecting devices, and 3 segments with computers connected.

A similar device to a repeater is a hub. One thing to keep in mind is that hubs work as if 
they were the bus of a larger network. When a computer that is connected to one port of a 
hub needs to connect to a computer that is connected to a different port on a hub, it has to 
broadcast the signal to all the devices connected to that hub. This is how a hub acts as a bus.

Aside from working like a bus network, hubs come in three varieties: passive, active, and 
intelligent. A passive hub is really nothing more than a cable splitter. If you have seen old 
cable TV connections where one coaxial cable is connected to a cable splitter and two or more 
cables come out, you have seen what is essentially a passive hub. These types of devices are 
not very commonly used in data networks.

An active hub works very much like the previously described repeater. It needs to have power 
connected to it, because it repeats a signal from one computer connected to it to the other 
computers connected to it. This allows for connecting the various computers together at dis-
tances longer than the maximum distance of a single cable run. You do however need to be 
careful not to exceed the 5-4-3 rule.

Active hubs also act as a bus. When a hub repeats the signal from one computer, it repeats it 
to all the other computers or similar devices connected to that hub. This also applies when 
several hubs are connected together. If any device sends a signal to any other device connected 
to the various hubs, the signal is repeated to every device connected to every hub on the net-
work. In effect, when using hubs, all devices connected to the network via one or more hubs 
are part of the same collision domain. Figure 6-6 shows an example of an active hub.

A collision domain refers to the part of a network where one computer sends a signal to another 
computer and all the other computers see the signal. No matter how many computers you have 
on a segment of your network, when one computer sends a signal, all the other computers are 
able to see it. While this is a security risk, it is also a functionality issue. Because only one com-
puter on a segment can send a signal at one time, the more computers on a segment, the more 
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CERTIFICATION READY
What is a hub? 
What role do hubs 
play in a networking 
environment?
1.2

■ Bridges and Switches

THE BOTTOM LINE 

This section of Lesson 6 discusses bridges and switches. The basic function of a bridge 
is described and the various types of switches that are available are also mentioned. 
Additionally several of the more commonly used features of switches such as VLANs, 
trunking, port mirroring, and port authentication are discussed. Finally the Spanning Tree 
Protocol is mentioned and Power over Ethernet is briefly discussed.

Repeaters and hubs are Layer 1 devices on the OSI Model. Bridges and switches are Layer 2 
devices. In the case of some of the more advanced switches, they can be higher layer devices. 
This section of Lesson 6 discusses bridges and switches.

Bridges

Bridges are devices intended to break up networks into smaller sections. These devices are able to 
do this by being more intelligent than your average hub. Since bridges work on Layer 2 of the OSI 
Model, they are able to read and make sense of MAC addresses. Based on these MAC or physical 
addresses, bridges can determine if a frame is allowed to pass through to the other side of the bridge. 
Using this capability bridges are able to break up network traffic into smaller collision domains.

A bridge will read each frame that comes its way. In doing this, a bridge is able to form a table of 
all the devices on either side of it. Using this table, the bridge determines if a frame needs to pass 
through it to the other side to reach its destination, or if it needs to stop the frame because its des-
tination is on the side of the bridge the frame is already on. In doing this, a bridge is able to break 
a network into smaller sections called collision domains. By limiting where a frame is allowed to go 
based on its MAC address, a bridge is able to limit the number of frames on a given segment of a 
network thereby reducing the number of collisions on each segment. This is called breaking up the 
network into smaller collision domains. Figure 6-7 explains how this works.

In Figure 6-7 we see a basic bridge. Notice that the bridge has one side labeled Segment 1 and the 
other side labeled Segment 2. Each segment has a number of computers on it. The bridge contains 
a database/table that lists each segment attached to it and the computers located in each segment. 
The bridge uses this table to determine which frames to allow across the bridge to the segment on 
the other side and which frames not to allow to cross over the bridge to the segment on the other 
side. In the Figure 6-7 example, if Computer 1 tried sending a frame to Computer 4, that frame 
would be stopped at the bridge because the frame had already reached its destination. However, 
if Computer 1 tried sending a frame to Computer 7, the frame would be allowed to pass through 

CERTIFICATION READY
What is a bridge? How 
does it function? What 
role does a bridge play in 
a network environment?
1.2

communications traffic there is. The more traffic there is, the more likely it is that two signals 
will hit each other. This is called a collision, which means the signal has to be resent and all the 
computers on the segment have to wait. A network segment where computer signals may collide 
with each other is called a collision domain. If there are too many computers on a single colli-
sion domain, a network can reach a point where there are so many collisions, that no computers 
are able to actually communicate with each other. Therefore, the goal of a hub-based network is 
to have as few computers as possible on a single collision domain. The devices we discuss in the 
next section can be used to reduce the size of these collision domains.

The last device we discuss in this section is called an intelligent hub. Intelligent hubs work like 
active hubs but have additional features and capabilities. One of the main features found in many 
intelligent hubs is diagnostics capabilities. Intelligent hubs with diagnostics capabilities are able to 
not only tell if there is a problem on the network but also, in many situations, they can determine 
where the problem is and the nature of the problem to some extent. Intelligent hubs also have data 
management capabilities. Intelligent hubs with data management capabilities are able to adjust 
their throughput to match that of slower devices so that both slower and faster devices can use the 
same data connections. Some intelligent hubs even have the ability to control which data line a 
specific packet uses. This can help streamline data throughput. Switches have a similar capability.
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CERTIFICATION READY
What is a switch? What 
role do switches play in a 
network environment?
1.2

the bridge because Computer 7 is on the other side of the bridge. This is how the bridge controls 
traffic on the network—only allowing frames that need to go from one segment to the other to 
pass through while stopping those frames that do not need to go from one segment to the other.

Switches

Switches like bridges work primarily on Layer 2 of the OSI Model however, some types of 
switches can work on higher layers. If a switch is able to work on multiple layers at the same 
time, it is referred to as a multilayer switch.

Switches are used to connect multiple computers together on a local area network (LAN). A 
company called Kalpana introduced the concept of a multiport network switch in 1989, and 
they introduced the first Ethernet switch in 1990. In 1994, Cisco Systems acquired Kalpana.

BASIC SWITCH
The simplest and most common type of switch found in the networking world is the basic 
switch. This type of switch is essentially a multiport bridge. It is used to connect multiple 
networking devices, usually computers, together to form LANs. A basic switch can be called 
a multiport bridge because like a bridge, it is able to separate a network into multiple colli-
sion domains. The big difference is that in a switch each port is essentially its own collision 
domain. Any two devices that are connected together via a switch form their own collision 
domain. In essence, in a 48-port switch, if the computer connected to port 23 sent a frame to 
the computer connected to port 41, then an individual collision domain between port 23 and 
41 would be formed. When this happens, any other communications on the switch would be 
unaffected by the connection between ports 41 and 23, and ports 41 and 23 would be unaf-
fected by any other connections. In the case of a 48-port switch, 24 such unique collision 
domains can be established at one time. These collision domains can also shift and change as 
they need to in order to establish and disconnect links between ports as needed for communi-
cations on the network through the switch. Figure 6-8 shows a 24-port switch.

Segment 1 Segment 2

Segment 2Segment 1

Computer 1
Computer 1 Computer 2

Computer 3 Computer 4 Computer 7

Bridge 1

Computer 8

Computer 5 Computer 6
Computer 5

Computer 2 Computer 6

Computer 3 Computer 7

Computer 4 Computer 8

Bridge DatabaseFigure 6-7

How a basic bridge would 
work

Figure 6-8

A 24-port switch
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Figure 6-9

Switch in an IDF used to convert 
fiber optic to copper UTP

Another important function of switches is to convert media from one type to another. This 
means that switches can be used to take fiber-optic data input and break it out to twisted-
pair ports. This is actually a pretty common use for switches because they are often placed in 
intermediate distribution frames (IDFs) to break out a signal to the different network devices 
in their section of a network, and they are connected to the main distribution frame (MDF) 
or other sections of a larger network via multimode fiber-optic cable or something of that 
sort. Figure 6-9 shows a switch being used to convert fiber to UTP in an MDF.

CERTIFICATION READY
What are the different 
types of switches? How 
do they differ from each 
other in their functioning 
and role in a network 
environment?
1.2

In a home environment, the ability of switches to convert one media type is expressed in a 
different way. Fast Internet connectivity is brought into the home via some type of copper. 
However, most people do not have copper connections running all over their homes and do 
not want to have this because it is usually not very neat unless the home was originally built 
with the copper connections built into the walls. To get around this, many people use some 
type of wireless network connectivity to connect to their Internet service where it comes into 
the house. The Internet comes into the house via some sort of “modem” from the ISP pro-
vider. It is then usually connected via twisted pair to some type of wireless access point, which 
has copper coming into it and may even have several other twisted-pair ports. It will also 
allow a computer to connect to itself via some wireless technology. This wireless access point 
is a switch that is also able to convert signals coming into it via copper, into radio signals that 
then go out to the various computers in the house and vice versa.

Interface Configuration

Many switches do not have a default setup. Instead you have to manually configure them in 
order to use them in your network. Configuring a switch is basically programming the switch 
to behave in the manner you wish it to using the operating system of the switch.

Many of the most recent switches, especially those intended for average consumers, actually come 
with a graphical interface to allow programming of them. In this situation, it is really a manner of 
pointing and clicking icons and inputting the required specification when the dialog box comes 
up. However, to have a very fine control over how a switch operates, it is often necessary to use 
command line interface (CLI) commands in order to correctly program a switch. Much of the 
Cisco CCNA certification is built around learning to use the CLI of Cisco routers and switches. 

Much of the configuration done on switches revolves around configuring VLANs and Trunking. 
Both these topics will be discussed later in this Lesson. The most basic way to understand 
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VLANs is to simply look at it as determining which port or ports on a switch need to connect 
to a specific network and then group the ports accordingly. Trunking is simply determining 
which VLANs need to talk to each other and then configuring them to do so.

DIAGNOSTICS
In the case of switches, diagnostics during configuration refers to verifying that a switch is con-
figured correctly by testing it out. However, diagnostics can also refer to determining what went 
wrong with a switch when it stops working like it was configured to. In both cases, there are a 
number of tools built into the switches to test them for both configuration issues and hardware 
issues. Diagnostics in a broader sense is knowing how to use these tools provided by the switch 
in order to determine what is wrong when something does not work as expected. This is anoth-
er topic that is covered quite extensively in the Cisco CCNA certification material.

MULTILAYER SWITCH
Multilayer switches are switches that work on more than one layer of the OSI Model. The biggest 
advantage this gives a switch is the ability to move data from one type of network to another 
type of network. For example, multilayer switches can be used to move data from a Token Ring 
network to an Ethernet network. Multilayer switches can also route data frames between differ-
ent VLANs. This will be discussed in more detail later in this lesson when we discuss VLANs.

CONTENT SWITCH
Load balancing is another activity that is performed by multilayer switches. Switches that are spe-
cifically used for this purpose are called content switches, or content service switches. These switches 
take the load from two or more servers and automatically share it across a network. This sharing is 
usually done based on TCP port numbers. The most common services that are load balanced by 
content switches are HTTP, HTTPS, and VPN; however, any protocol or service that has a TCP 
port number can benefit from the load sharing that content switches are capable of.

In addition to load balancing, there are some other services that can be performed by con-
tent switches. One such service is the ability to perform NAT at the speed of the network. 
Another task performed by content switches is SSL encryption/decryption and the centralized 
management of digital certificates. While there are other functions that can be handled by 
content switches, those listed here are among the most common.

MANAGED SWITCHES VERSES UNMANAGED SWITCHES

Switches come in two main categories. Those two main categories are managed switches and 
unmanaged switches. 

An unmanaged switch is the type of switch most home users may have. An unmanaged 
switch comes with a default preconfigured setup and can only operate within the bounds of 
that preconfigured setup. When setting up a switch for home purposes where simplicity of 
configuration is important, an undamaged switch is the preferred type of switch to have. 

If you need your switch to perform complex filtering or need it to segregate different ports into 
VLANs then a managed switch is the preferred technology to use. A managed switch gives you 
the ability to configure the switch to perform in exactly the way you desire it to and does not rely 
on a default configuration. This is the type of switch that was described earlier when interface 
configuration was discussed. Most large companies use managed switches while most home users 
and small companies with only a single office or site tend to use unmanaged switches. Depending 
on what you need to do, either a managed or an unmanaged switch can be your best choice. If 
you have limited computers, limited time, limited personnel, and only need a switch to connect 
your handful of computers together and to the Internet, then an unmanaged switch is the best 
choice for you. Alternatively, if you have a complex network, need extensive filtering, and have 
multiple subnetworks in your company, they managed switches are your best choice.
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Figure 6-11

One VLAN stretched across 
more than one switch by con-
figuring multiple connected 
switches on the same network 
with the same VLAN number

VLAN 1

VLAN 2

VLAN 3

VLAN 4 VLAN 3

These two groups of ports

belong to VLAN 3 even through

they are on different switches.

Virtual LAN (VLAN)

Virtual LAN (VLAN) in its most basic form refers to the ability to break up a much larger 
network into smaller networks using Layer 2 of the OSI Model. A VLAN refers to a group of 
hosts that share a common set of communications requirements that are grouped together via 
Layer 2 of the OSI Model regardless of whether they are attached to the same device. Aside 
from being able to break up a network into smaller segments, VLANs can also be used to 
make a network more secure. This use of VLANs will be discussed in more detail in a later 
lesson. Figure 6-10 shows the most basic way that VLANs can be formed.

Figure 6-10

VLAN formation

VLAN 1

VLAN 2

VLAN 3

Figure 6-10 illustrates the most basic method used to define VLANs. The most basic way to 
form VLANs is to physically assign different ports or groups of ports on a switch to different 
VLANs in the configuration of the switch. Figure 6-11 illustrates how different switches can 
be used to spread a VLAN across multiple switches.

As you can see in Figure 6-11, it is not necessary to limit a VLAN to just one switch. When 
configuring switches, it is possible to spread a VLAN across more than one switch as long as 
all the switches that share the VLAN are interconnected. This is set up when the switches are 
configured. You may want to spread a VLAN across more than one switch if you need more 
ports than you have on just one switch, or you could have more complex reasons doing this.

You may have both data connections and VoIP connections in the same network and want to 
create two different VLANs: VLAN 1 for VoIP and VLAN 2 for data communications. You 
would use the two different VLANs to keep the two different types of communications separate. 
If a particular connection is intended for VoIP, then you would connect it to a port assigned to 
VLAN 1. If a particular connection is intended for data communications, you would connect 
it into VLAN 2. By spreading the two VLANs across multiple switches, as your company grew, 
you would just add a new switch and divide it into two VLANs with one being used for VoIP 
and the other for data communications. Figure 6-12 illustrates this scenario.
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CERTIFICATION READY
What is a VLAN? How is 
a VLAN configured?
1.4

CERTIFICATION READY
What types of network 
situations are VLANs 
used in?
1.4

CERTIFICATION READY
What is trunking? How 
is trunking related 
to switches? What is 
trunking used for?
2.1

CERTIFICATION READY
What is VTP? What are 
some basic guidelines 
that should be followed 
when configuring VTP?
2.1

Figure 6-12

VoIP VLAN and a data VLAN 
stretched across two switches

VLAN 1 VoIP VLAN 2 Data

Switch 1

Switch 2

Another reason for breaking up a network into multiple VLANs may be to give a certain amount of 
bandwidth to one VLAN and a different amount of bandwidth to another VLAN. A way to illus-
trate this point is to continue using the example of one VLAN for VoIP and another for data. Aside 
from simply keeping the different types of communications separate, you can also use the different 
VLANs to assign different amounts of bandwidth to the two different types of communications.

In a real-world example of this, in a network that was initially set up, both VoIP and data were 
used to share the Internet bandwidth available to the organization. However, when 9/11 hap-
pened, the data side of the network took up so much bandwidth from people trying to find 
out what was happening that the site was not able to receive voice calls over the VoIP commu-
nications systems. As a result of this experience, the organization broke its network up into one 
VLAN for VoIP and other VLANs for data. They then assigned a set amount of bandwidth 
exclusively to the VoIP VLAN in order to ensure that the VoIP communications system would 
always have enough. The remaining bandwidth was shared by the various data VLANs. This 
prevented a repeat of the circumstances that knocked out the organization’s ability to receive 
VoIP communications when the rest of the network was using too much bandwidth.

Trunking

Related to switches, trunking is basically VLAN multiplexing. Data from multiple VLANs are 
carried across a single cable or other network link. To accomplish this, special “trunking” pro-
tocols are needed. One such protocol is IEEE 802.1Q. This is an open protocol that works by 
adding a special tag in the header of an Ethernet frame that identifies the frame as belonging to 
a particular VLAN.

Cisco also has a proprietary protocol that it uses for trunking. That protocol is called the Inter-
Switch Link protocol. The Cisco Inter-Switch Link protocol works differently from IEEE 
802.1Q. Instead of adding a flag to the Ethernet frame heading, the Inter-Switch Link protocol 
wraps the whole Ethernet frame in a special wrapper or encapsulation that does pretty much the 
same thing as IEEE 802.1Q. IEEE 802.1Q is the most common way to carry out trunking.

Cisco has another proprietary protocol related to managing VLANs across multiple switches. 
That protocol is called VTP or VLAN Trunking Protocol. This protocol is used by Cisco 
Catalyst switches to advertise all the VLANs available in a group of related switches. This 
group of related switches is called a VLAN Domain. VTP can only be used by the Catalyst 
Switches that share same VLAN Domain. The purpose of advertising the VLANs available 
in a given VLAN Domain is to reduce the need to manually configure the shared VLANs on 
multiple switches as well the configuration of the trunk used between those multiple VLANs.
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Cisco lists some basic guidelines when configuring VTP on a Cisco Catalyst switch. These 
basic guidelines are as follows.

• All switches being configured with VTP have to have the same VTP domain name

• All the switches sharing a VTP domain have to use the same version of VTP

• If the switches in a VTP domain are using a password, they all have to have the same password

• All VTP server switches should use the same revision number

All the information above can be found as Cisco’s website. Specifically the information listed 
above–in much more detail–can be found at the URL “http://www.cisco.com/en/US/tech/
tk389/tk689/technologies_configuration_example09186a0080890607.shtml.”

Port Mirroring

Port mirroring is simply the act of sending a copy of the frames from one or more ports on a 
switch to another port on the same switch. This port mirroring can be done on a per port basis 
or even on a VLAN basis. Port mirroring allows you to monitor what is going on in the switch. 
Intrusion Detection Systems, or IDSs, are one example of this type of monitoring that will be 
looked at later in this lesson. Setting up a monitor port allows you to take all the frames or data 
packets that pass through a switch and send a copy of them to a specific port. The frames or packets 
that are sent to this monitor port are in turn connected to a device that allows the network admin-
istrator or another computer to analyze what is going through the switch. This type of monitoring 
can be done for security purposes or simply to identify problems before they become widespread.

Port Authentication

Port authentication or port-based authentication is the ability limit access to a specific port 
to just certain MAC addresses. This provides security to the entire network because it limits 
access to the network via a particular port to pre-authorized MAC addresses. This provides 
security for the entire network because the rest of the network, if port-based authentication 
is configured network wide, will only allow devices access to certain areas of the network if a 
port using port authentication gives them authorization.

This could work out in a real-life example if you want to limit access to a specific server to only 
devices with specific MAC addresses. If the server in question is connected to a port with port 
authentication set up, then that port would only allow access to pre-approved MAC addresses, 
which enables you to limit access to any sensitive data residing on the server in question.

Spanning Tree Protocol (STP)

Spanning Tree Protocol (STP) is the protocol used by switches when multiple switches are used 
in the same network. STP is a Layer 2 protocol and is primarily used to prevent loops from devel-
oping in switch-based LANs. The Spanning Tree Protocol gets its name from a mathematical algo-
rithm called “spanning tree.” What the spanning tree algorithm does is takes a group of points and 
connect them all together without allowing any loops to form. Figure 6-13 illustrates this concept.

In Figure 6-13, a grid of points or dots are connected together by lines. Each dot in the grid 
is connected to all the other dots in the grid, but none of the connections form loops. This is 
what Spanning Tree Protocol does for switch-based networks. STP makes sure that all switch-
es and their ports on the network are able to connect to all the other switches and their ports 
on the network without forming any loops in the communications patch. If a loop were to 
form in a switch-based network, then switches that are part of the loop would be cut off from 
the rest of the switches on the network. STP ensures that this does not happen.

Power over Ethernet (PoE)

PoE stands for Power over Ethernet. Simply put, PoE is the protocol used to safely transfer 
power over Ethernet cabling. For PoE to work, either a specialized switch that is designed to 

CERTIFICATION READY
What is port mirroring? 
Why is port mirroring 
used in a switch?
2.1

CERTIFICATION READY
What is spanning tree? 
How does it work? 
What do switches use 
spanning tree for?
1.4

CERTIFICATION READY
What does PoE stand 
for? How is PoE related 
to switches? What is PoE 
used for?
2.1

c06NetworkingDevices.indd Page 181  13/02/12  10:05 PM user-f396c06NetworkingDevices.indd Page 181  13/02/12  10:05 PM user-f396 F-396F-396



182 | Lesson 6

send power over Ethernet cabling needs to be used, or a secondary device designed to inject 
power into an Ethernet network needs to be used.

PoE was first ratified in 2003 and uses RJ-45 connectors to carry power along with data. 
There are several types of devices that typically use PoE, but the most common use for PoE is 
with VoIP installations where power is needed for the phone to work properly.

The IEEE 802.3af and 802.3at standards are used to define PoE. The 802.3af standard was 
ratified in 2003 and allows up to 15.4 W of power to be transmitted over the PoE connec-
tion. However 802.3af only assures 12.95 W at the other end because some power is lost over 
the transmission length. The 802.3at standard was ratified in 2009 and allows for up to 25.5 
W of power to be transmitted, though some vendors claim to get as much as 51 W of power 
transmitted while still complying with the standard.

Figure 6-13

A Spanning Tree

■ Channel Service Unit/Data Service Unit (CSU/DSU)

THE BOTTOM LINE This section of Lesson 6 discusses what a CSU/DSU is and how it is used.

A Channel Service Unit/Data Service Unit (CSU/DSU) is used to convert a digital signal 
from one frame format to another. Most commonly it is used to convert Frame Relay or T-1 
signals to Ethernet signals.

A CSU/DSU can come in a couple of different form factors. The oldest form factor has two 
different devices each about the size of an external modem or a brick that are connected to 
each other via a linking serial cable of some sort. Later, the functionality of a CSU/DSU was 
combined into a single device about the size of an external modem. More recently, CSU/
DSUs have been reduced to the size of a single expansion slot that is placed into some sort of 
data terminal equipment (DTE) such as a router or a switch.

The CSU side of a CSU/DSU receives and transmits signals from some type of WAN connection 
such as a T-1 or Frame Relay connection. The DSU side converts the LAN signal to or from the 
CSU side and manages the connection and is capable of time-division multiplexing when neces-
sary. The DSU side of a CSU/DSU also handles signal regeneration and timing errors.

CERTIFICATION READY
What does CSU/DSU 
stand for? What role 
does a CSU/DSU play in a 
network environment?
3.8

■ Routers and Firewalls

THE BOTTOM LINE 

The difference between routers and firewalls are discussed in this section of Lesson 6. Also, 
ways that firewalls are used in real-world networks are also explained.

Two other devices that are used in networks are very closely related. Those two devices are 
routers and firewalls.
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CERTIFICATION READY
What are routers? What 
role do they play in a 
network?
1.2

Routers

Routers are networking devices that are used to move packets around a larger network. To do 
this they have to be very intelligent and read data packets to know where they are intended to 
go and where they have come from. This information allows the router to send the data packet 
on to its next stop as it journeys to its intended destination. Routers use different protocols, dis-
cussed in the previous lesson, to help accomplish this task. Routers work primarily on Layer 3 
and Layer 4 of the OSI Model. Figure 6-14 shows a stack of 5 unconfigured routers in a rack.

Figure 6-14

Stack of five routers

INTERFACE CONFIGURATION
Like switches, routers need to have their interfaces configured as well. Some new routers con-
tain GUI interfaces like many of the newer switches, but such interfaces are rarer in routers. 
The primary method used to configure, or program, a router is to use a CLI. There are a lot 
more CLI commands related to router configuration than there are to switch configuration. 
This is because router configuration is a more complex task than switch configuration. One 
of the reasons router configuration is more complex than switch configuration is because 
there are more variables in router configuration. The Cisco CCNA certification spends a lot 
of time dealing with all the options available when configuring a router.

PORT SPEEDS. One of the important variables that you  need to be taken into account 
when configuring a router is port speed. Port speed refers to how fast a specific port on 
the router is able to send and receive data. When manually configuring a router it is very 
important to remember to set the correct port speed depending on what type of port is 
being configured. 

There are two basic types of ports on a router. Those two basic ports are serial ports and 
Ethernet ports. In the case of serial ports it is very important to set the proper clock speed on 
the serial port you are configuring otherwise the serial port will not work and you may not 
be able to connect to the network you are attempting to connect to. Another issue related to 
clock speed on a serial port is which end of the communications channel you are on. Only 
one end of a serial communications channel needs a clock rate. If a clock rate is put on the 
wrong end of the communications channel or on both ends of the communications channel, 
a serial connection will not work.

Ethernet ports also need to have the correct port speed. When configuring a router it is 
important that a Fast Ethernet port be designated as such. Standard Ethernet ports and 
Gigabit Ethernet ports also have to be correctly designated. If an Ethernet port is designated 
as the wrong type of Ethernet port, the configuration will not work as intended.
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ROUTING TABLES
Routing tables are what routers use to determine the best route to send a packet down in 
order to help it reach its destination. Routing tables are exactly what their name implies them 
to be, tables. In the case of routing tables the table contains the router name, the IP address 
of the network each interface it is configured to connect to, and the interface identifier for 
each interface. To send a packet to the correct destination, the router looks at its routing 
table, determines which interface connects to the next hop on the way to the packet's destina-
tion and then directs the packet to the correct interface.

While routing tables can be setup manually in a router, most WAN administrators choose to 
let routers build their own routing tables. This makes things much less complicated for the 
WAN administrator and also makes it less likely errors will be put into the routing tables of 
a router. There are a number of protocols that are used by routers to accomplish this. These 
protocols were discussed back in Lesson 5.

Firewalls

A firewall is a networking device or networking software used to prevent unauthorized pack-
ets from getting into your network.

To better understand the roll of a firewall, you should think of the firewalls that are built into 
apartment complexes and other larger buildings with many rooms. The role of those firewalls 
is to stop or slow down a fire that starts in one apartment or room from spreading to another. 
Is short, a firewall is a physical barrier used to stop or slow down a fire from spreading. In 
computers, a network firewall does the same thing. However, instead of stopping or slowing 
down a fire, it is designed to stop or slow down a hacker attack.

FIREWALL RULES
In order for firewalls to work, they need to have rules set up in them so that they can tell what 
packets to block and what packets to allow. The rules for a firewall are found in a special list 
on the router or other device acting as a firewall. This list is called Access Control List (ACL).

ACCESS CONTROL LIST (ACL)
ACLs can be set to block everything from specific IP addresses and ranges all the way up to specific 
ports and protocols. If one or more ACLs are in place in a router, when a router opens a packet to 
see what its destination is, it also runs a test on the packet to see if any ACL running on the router 
causes the packet to be rejected. If the packet has an IP address or contains a protocol or port that 
an ACL says is not to be allowed into the network, the router will discard the packet and not allow 
it entry into the network. This process is called the block/allow method of controlling entry into 
the network or device being protects. In some firewalls, if a specific port or IP address is not explic-
itly allowed in the ACL then it is automatically denied passage through the firewall. This method of 
controlling access to the network or device being protected by the firewall is called implicit deny.

Hardware Firewalls

Aside from routers acting as firewalls, there are also special-purpose devices that are classed as 
firewalls. These special-purpose devices are called hardware firewalls. Hardware firewalls are 
effectively routers with a large number of ACLs built into them that are designed to recognize 
numerous different activities that can be interpreted as attacks on the network and counter 
them. Many of these special-purpose firewalls also have intrusion detection software running 
on them. Intrusion Detection Systems (IDSs) will be discussed later in this lesson.

Hardware firewalls are placed in different locations in a network to help protect it. A couple 
of examples of common uses for firewalls are shown in the next couple of figures. Figure 6-15 
illustrates the basic usage of a hardware firewall in a network.
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In this example, a firewall is placed between the Internet and the switch that connects the rest 
of a private network as the first line of defense between the private network and the Internet. 
The firewall is positioned to intercept unwanted packets before they are able to enter the pri-
vate network. Also, with the firewall in this position, it can be used to prevent packets that 
are not intended for the Internet from getting out. Figure 6-16 shows a more complex but 
also very common use for firewalls.

Figure 6-15

Firewall in a basic network

Server 1

Server 2 Server 3

Firewall
Internet Cloud

Switch

Figure 6-16

Two firewalls used to create 
a DMZ

Server 3

Server 4 Server 5

Firewall  2

Internet Cloud

Switch 2

Server 2Server 1

Firewall 1

Switch 1

In Figure 6-16, two firewalls are positioned to create a Demilitarized Zone (DMZ), which 
creates a special neutral zone where servers and other devices that are intended to access the 
Internet can reside without exposing the rest of the network if those specific servers and 
devices are compromised by hackers. With two firewalls in place, the servers between the two 
firewalls have less protection than those behind both firewalls.

CERTIFICATION READY
What are firewalls and 
routers? How are firewalls 
and routers related? What 
roles do firewalls and 
routers play in a network 
environment?
5.5
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The configuration shown in Figure 6-16 may be desirable if you have some servers that are intended 
for public access and other servers that are intended for private access. Public access servers are serv-
ers such as e-mail servers, web servers, VPN servers, video conferencing servers, and so on. Private 
access servers include domain controllers, file servers, database servers, and other such servers. 
Because the first group of servers is intended for public, or at least Internet access, it would inher-
ently have less security than private access servers and would be easier for hackers to compromise. 
Without the second firewall in place, your private access servers, and therefore the rest of your 
network, would have the same lessened security as the public access servers. By placing the second 
firewall between the public access and the private access servers, you are able to increase the security 
of the private access servers and the associated network making it harder for hackers to attack those 
servers even in the event that they are able to compromise the first set of servers.

SOFTWARE FIREWALL
Software firewalls are similar to hardware firewalls. The main difference between the two is that 
hardware firewalls generally reside on a router or specialized hardware device while a software 
firewall usually resides on a computer or some other type of host. That said the job is the same. 
The purpose of a software firewall is to prevent unauthorized packets from getting into the 
device that is being protected. The difference is that you can purchase or download a software 
firewall and install it on your computer like any other program, assuming it does not already 
come with one. A hardware firewall on the other hand comes as a complete device that is placed 
on your network between an outside network such as the Internet and the inside network. 

Windows Vista and Windows 7 come with pretty decent software firewalls built into them. 
However, if you are using Windows XP you may want to get a third party software firewall. 
One good third party firewall that can be legally downloaded for free is ZoneAlarm Free edi-
tion. As long as you are only using this firewall on a personal computer or are a student, you 
can legal use this software firewall. If you intend to use this software firewall on a computer 
you use for business purposes or want some enhanced features you will need to purchase the 
profession version of this firewall. Symantec also sells a software firewall that is effective but 
they require you to purchase a renewal each year. There are also a number of other software 
firewalls available for download that are both legal and free. These different software firewalls 
have varying levels of effectiveness and take up varying amounts of system resources, but all of 
them are better than having no firewall protection at all. If you do a search on the word “fire-
wall” under www.filehippo.com you will find several additional software firewall offerings.

CERTIFICATION READY
What is the difference 
between a software 
firewall and a hardware 
firewall?
5.5

■ Servers

THE BOTTOM LINE 

This section of Lesson 6 mentions several types of servers used in modern networks and 
the roles they play in the overall functioning of networks.

The next network devices to discuss are servers. There are a wide variety of servers used on 
networks, but we are going to discuss three specific types of servers here. Those servers are 
DHCP servers, DNS servers, and proxy servers.

Dynamic Host Configuration Protocol (DHCP) Servers

Dynamic Host Configuration Protocol (DHCP) servers are responsible for controlling 
DHCP on the network. To review what was covered in a previous lesson, the purpose of a 
DHCP server is to automatically assign IP addresses to devices on a network so that the task 
does not need to be done automatically. Figure 6-17 reminds us how DHCP works.

DHCP Servers are the servers responsible for automatically assigning IP address on the net-
work and do this by responding to the DHCPDISCOVER request from clients and sending 

CERTIFICATION READY
What is DHCP? What 
are some of the issues 
involved with DHCP 
servers and configuring 
them?
2.3
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Figure 6-17

DHCP Initialization Process
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DHCP client begins its
boot up process.

DHCP client issues a
DHCPDISCOVER request.

DHCP server processes
the DHCPDISCOVER
request and issues a
DHCPOFFER message.

DHCP client receives
DHCPOFFER messages and
issues a DHCPREQUEST 
message to the DHCP server
it has accepted.

DHCP server then issues
a DHCPACK message to the
client initializing the lease.

VLAN 1

VLAN 2
VLAN 3

VLANs
1, 2, & 3

DHCP Server

The DHCP server is able to serve VLANs 1, 2, & 3 because the port
in the switch the DHCP server is attached to is assigned to all
three VLANs in the switch's configuration.

Figure 6-18

One DHCP Server can service 
multiple VLANs at the same 
time

back a DHCPOFFER. When the client responds to the offer with a DHCPREQUEST the 
DHCP Server also is responsible for sending out the DHCPACK. A DHCP server is first 
configured with a range of IP addresses that are valid on a specific VLAN. The DHCP server 
issues and keeps track of all IP addresses on the VLAN it is attached to and makes sure that no 
duplicate IP addresses are issued.

One DHCP server can be used for several different VLANs as long as the port it is connected 
to on the switch is a part of each of the VLANs for which the DHCP server is responsible. 
The DHCP server must be configured to recognize the different VLANs it is attached to and 
be given different IP address ranges for each one. This situation is illustrated in Figure 6-18.

Beyond what has already been discussed, there are also some other issues related to DHCP 
servers and DHCP server configuration. Those issues will be discussed next.
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LEASES. As already mentioned, once a client fines the network, one of the first things 
it does is request an IP address from the DHCP server. Once the process described above 
has been completed the DHCP client has an IP address it can use to access the network. 
However, the IP address that the client has available to it is not indefinite. The IP address the 
client receives is only good either until the client is rebooted or logged off, or until the time 
limit placed on the IP address expires. This time limit is called a lease. The purpose for the 
lease is to prevent a client from obtaining an IP address from the server that cannot be used 
again. The reason this is a concern is because a DHCP server only has a finite amount of IP 
addresses available to it for use. This finite amount of IP addresses will be discussed next.

SCOPES. When using DHCP it is necessary to setup the protocol in the DHCP Server. Part 
of the process of setting up the DHCP protocol is telling the server the range of IP addresses 
it has available to it to assign to DHCP clients. This range of available IP address to give out 
is called the DHCP Server’s scope. The scope must always be predefined, and once the server 
hands out all the IP addresses in its scope, it is not able to assign additional IP addresses until 
previously assigned IP addresses are released by a client back to the server. The way a client can 
release an IP address is by being logged off, rebooted, or by having its lease expire.

RESERVATIONS. While normally it is not desirable to have an IP address assigned to 
a computer on the network indefinitely, there are some special circumstances where a per-
manent IP address is not only desirable, but preferred. One such situation may be that of a 
server or printer that must always use the same IP address for operational purposes. When 
this situation arises, a DHCP server can be configured to set aside an IP address permanently 
for that specific client. When this is done, it is called creating a reservation. A reservation is 
when a DHCP server is configured to only assign a specific IP address within its scope to a 
specific client. When an IP address is reserved I this manner, that IP address cannot be used 
by any other client or be handed out by the server except to the specific client the IP address 
in question has been reserved for.

OPTIONS. There are a large number of configuration parameters and control information 
that can be carried in DHCP Message packet. The specific field where these configuration 
parameters and control information can be found is the “options” field portion of the DHCP 
Message packet and are therefore called DHCP options. A complete description of these 
options can be found in RFC 2132 from March 1997. Additional options have been added 
over the years since the original release and can be found in subsequent RFCs. Some of those 
subsequent RFCs are RFC 2610, 3046, 4039, 4578, 4833, and 5192 amount others.

Domain Name System (DNS) Servers

Domain Name System (DNS) servers make the Domain Name System work. To be a DNS 
server, the server has to fulfill several criteria. First, the server has to be registered to join the 
DNS. Second, it has to run special-purpose DNS software. Third, the server has to be given 
a publicly registered IP address. Finally, the server must contain a database of other network 
names and addresses for the Internet host and other computers. If a server meets all these 
requirements, then it is considered a DNS server. Figure 6-19 reminds us how DNS works.
DNS has a clear hierarchy. At the top of this hierarchy are the root servers, which contain 
the entire database of all the top domain servers and their IP addresses. There are 13 of 
these DNS root servers worldwide. Ten DNS root servers reside in the United States, the 
others reside as follows, one in Japan, one in London, UK, and one in Stockholm, Sweden.

Below the root DNS servers are the main DNS domain servers, which control different 
top-level domains such as ORG, NET, COM, EDU, MIL, GOV, US, UK, AU, and so on. 
Finally, below these reside all other DNS severs. Some control domains like Microsoft, Cisco, 
Google, and so on. Even lower-level DNS servers may reside on local networks and provide 
access to the large DNS for those networks such as the ISP DNS server shown in Figure 6-19.
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CERTIFICATION READY
What are some common 
record types used by DNS? 
1.7
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Figure 6-19

DNS name resolution process
DNS RECORDS. When describing DNS we mentioned that DNS needs to contain a 
database of network names and addresses in order for it to work. We also mentioned that the 
database in a DNS server contains network names and addresses from other computers and 
Internet host. This database is made up of a number of different record types depending on 
what type of network the DNS server is functioning in. While there are many record types 
possible in a DNS server, for the purposes of the CompTIA Network+ exam, five are impor-
tant. Those five record types are A, MX, AAAA, CNAME, and PTR.

The A record type is used to store a 32-bit IPv4 IP address. While this is most commonly 
used to map IP addresses to hostnames, it can also be used to store a subnet mask. The A 
record type is described in RFC 1035.

The AAAA record type is similar to the A record type except it stores 128-bit IPv6 IP addresses 
instead of 32-bit IPv4 addresses. The AAAA record type is described in RFC 3596.

The MX record type maps domain names to a list of software agents that are responsible for 
transferring electronic messages from one computer to another. These software agents are 
called message transfer agents which are abbreviated MTA. The MX record type is described 
in the same RFC as the A record type is described.

The CNAME record type is used to records one alias name for another alias name. When 
the CNAME record type is used recorded alias is used in an attempt to access the appropriate 
location. NSLOOKUP uses this record type. The CNAME record type is also described in 
the same RFC as the A and MX record types.

The final record type to discuss for the CompTIA Network+ exam is the PTR record type. This 
record type is similar to the CNAME record type except that it only records the alias and reports it 
back, it does not attempt to use the recorded alias to access the network location. Reverse lookups 
will use this record type. Like the previous record type, this one is also described in RFC 1035.

DYNAMIC DNS. Dynamic DNS, which is sometimes referred to as DDNS, is a standard 
that has been added to the normal DNS standard. What Dynamic DNS does is allow a host 
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with a changing IP address to use a permanent Fully Qualified Domain Name (FQDN). A 
FQDN is basically a permanent URL or computer name within a defined network domain. 
The way Dynamic DNS allows a host with a changing IP address use a permanent FQDN 
is by automatically sending an update message to the DNS server every time the IP address 
changes. The RFC that fully describes Dynamic DNS is RFC 2136.

Proxy Servers

Proxy servers act as intermediaries between a client and other servers. Figure 6-20 is a diagram 
of how a generic proxy server would be used.

There are many roles that proxy servers can fulfill and they can be used for many different 
jobs. Proxy servers can be used to:

• Keep the computers behind the proxy server anonymous

• Speed up access to resources via caching

• Set up access policies to different network services and/or content

• Create an audit log of network usage

• Bypass security or services

• Scan inbound or outbound content for malware or other security risks

• Circumvent or get around any regional restriction you wish to avoid

CERTIFICATION READY
What is a proxy server? 
What are some of the 
roles proxy servers are 
used for?
4.1

Figure 6-20

Role of a Proxy Server

Server 1

Server 2 Server 3

Proxy ServerClient

Switch

The two main ways that proxy servers are used are as gateway servers and as reverse proxy 
servers. A gateway proxy server passes requests and replies in an unmodified form. Reverse 
proxy servers are used to protect a private network from hosts on the Internet. In this way, it 
acts in the reverse of a standard proxy server. Reverse proxy servers act as front ends between 
a private network and the Internet. Reverse proxy servers can be used for load balancing, 
authentication, decryption, or caching. Some additional roles that proxy servers can take on:

• Caching proxy server: Used to cache the result of requests made by clients in order to 
pass the information directly to additional clients requesting the same information. This 
saves the caching proxy from having to look up the same content over and over. A good 
caching proxy server stores content locally that is commonly requested so as to minimize 
the data flow and conserve the bandwidth usage across a large enterprise network.

• Web proxy servers: Act as a caching proxy server for web content.
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• Content-filtering web proxy server: Allows network administrators to control what 
type of web content is allowed into a network. These types of web proxy servers are 
often used to enforce rules about acceptable Internet use in corporate environments as 
well as schools and other places.

• Anonymizing proxy server: Helps a user remain anonymous on the Internet by act-
ing as an intermediary between a user and the larger Internet. When a user uses an 
anonymizing proxy server, all requests that the user makes for Internet resources first go 
through the anonymizing proxy and then on to the greater Internet. In this way, when 
a request is tracked back to a system, the system it is tracked back to is the anonymizing 
proxy instead of the actual user that made the request for information.

• Hostile proxy servers: Used to intercept data and pass it on to its destination without 
the end user knowing so that the data can be used for nefarious purposes. Some spyware 
and phishing sites are designed to do this.

• Intercepting proxy servers: Used to intercept data and pass it on to its destination and 
to prevent users from avoiding acceptable use policies in place in a corporate network. 
Intercepting proxy servers help reduce the administrative burden on a network or limit 
data flow by intercepting common resource requests and diverting those requests to 
caching proxy servers. The difference between intercepting proxy servers and hostile 
proxy servers really is all in intent.

■ Additional Specialized Network Devices

THE BOTTOM LINE 

In this section of Lesson 6, we introduce a few additional network devices such as 
multifunction network devices, intrusion detection/intrusion protection devices, load 
balancers, and bandwidth shapers. We also discuss the role these devices play in how a 
network functions.

In addition to multilayer switches, content switches, CSU/DSUs, and various types of servers, 
there are a few other network devices that serve specialized purposes. We will discuss a few of 
these devices next.

Multifunction Network Devices

As the name would imply, a multifunction network device is a network device that is 
designed to perform multiple functions at the same time. A wireless router switch or a net-
work switch that contains a CSU/DSU port can be considered such a device. However, in the 
corporate world, possibly the most widely used multifunction network device is by a Cisco 
Catalyst Device. Figure 6-21 shows a Cisco Catalyst 8500 device.

In Figure 6-21, the Cisco Catalyst 8500 contains nine expansion cards, which is the full num-
ber this particular Catalyst can support. The first expansion card is a supervisor/router card. 
The second is also functioning as a router and even has the ability to take smaller expansion 
cards. The third card is a fiber-optic switch. Finally, the last six expansion cards are all Fast 
Ethernet switches containing 48 ports each.

Cisco Catalyst devices are true multifunction network devices because they are designed 
to perform pretty much any networking function possible so long as the correct cards are 
installed and configured correctly in the expansion slots. While the Cisco Catalyst 8500 is a 
large device with many large slots on it, all modern Cisco Catalyst devices can act as multi-
function devices in one form or the other.

The reason that all Cisco Catalyst devices can act as multifunction network devices is that 
they are all designed with the ability to take different expansion cards of various sizes and 
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Figure 6-21

Cisco Catalyst 8500 with a full 
set of expansion cards

types. Even the routers seen in Figure 6-14 are Cisco Catalyst devices. Although the devices 
in Figure 6-14 are smaller than the Catalyst 8500, they still have the ability to add expansion 
cards of two different sizes and various functions.

Intrusion Detection Systems (IDS) and Intrusion
Protection Systems (IPS)

Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS) are related tech-
nologies. An Intrusion Detection System (IDS) usually sits on the inside of a network and 
monitors the activity of the network. When something suspicious is noted, the IDS will 
notify the network administrator so that he or she can take steps to stop the suspect activity. 
Because an IDS only monitors activity, it is considered passive. Alternatively, an Intrusion 
Protection Systems (IPS) is active. An IPS works much like an IDS and in fact uses much of 
the same technology an IDS does, however when an IPS detects a suspicious activity, instead 
of just alerting the network administrator, it actually takes steps to stop the questionable 
activity by shutting down a connection or service that is acting suspiciously or logging out a 
user that has the suspicious activity coming from it. IPSs can also block IP addresses, appli-
cations, ports, and protocols as a response to what it considers suspicious activity. An IPS is 
often put on the perimeter of a network, whereas as IDS is often placed inside the network.

While the response to an intrusion is different for an IDS versus an IPS, the way the two 
devices detect an intrusion is the same. There are three techniques used by IDSs and IPSs to 
detect intrusions:

• Behavior-based detection: The IDS/IPS creates a baseline for a network’s normal activity or 
behavior and then uses that baseline to look for any activity or behavior on the network that 
differs from what it considers to be normal activity. When such a divergence from the baseline 
is detected the IDS/IPS takes the action it is programmed to do against the threat. The main 
weakness of behavior-based detection is that it tends to produce a high number of false-posi-
tive detections. This means that it has a tendency to report activity as malicious that is not.

• Signature-based detection: The IDS/IPS has a database of known attacks available to it and 
uses signature-based detection to compare incoming activity to its signature database. When 
incoming activity matches a signature, the IDS/IPS responds as it was programmed to when 
malicious activity is detected. Signature-based detection tends to have a high number of 
false-negative detections where it misses or fails to detect a high number of attacks. This is 
generally because attacks that do not have a signature in its database are missed.

CERTIFICATION READY
What are IDSs and IDPs? 
What are they used for? 
How do they accomplish 
their function?
5.6
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• Stateful protocol analysis: The IDS/IPS analyzes each packet that comes through the 
system and checks it for any settings or flags in its header that do not belong there. This 
type of analysis is also able to look at the data portion of a packet and identify any mali-
cious code that may be present and act as it is programmed to when a malicious intru-
sion is detected. The main drawback of stateful protocol analysis is that if an attack or 
intrusion is not based on manipulating a datagram, the system will miss it.

The best IDS/IPS will use more than one of these detection methods to detect intrusion.

Encryption Devices

Encryption devices are hardware or software components that are used to encrypt informa-
tion. For information or data to be encrypted means that the data is encoded in such a way 
that only the person or device possessing the correct key is able to read it. Some encryption 
devices are used to encrypt data locally while other encryption devices are used to encrypt 
data as it flows across a network. Devices that encrypt data as it moves across the network are 
called network encryption devices.

According to the NSA encryption devices come in 4 types. Type 1 encryption products or 
devices are endorsed by the NSA for securing classified and sensitive US government informa-
tion. Type 2 encryption products or devices are endorsed by the NSA to be used in telecom-
munications and automated information systems. Type 3 encryption products or devices 
are endorsed by the NSA for use with unclassified documents or information. Finally Type 
4 encryption devices or products have been registered with the NIST (National Institute of 
Standards and Technology) but are not endorsed by the NSA and cannot be used to secure 
classified documents and information. Generally devices and products that use lower levels of 
encryption such as 40-bit encryption are classified as Type 4 encryption devices.

Load Balancer

A load balancer is a network device used to balance the traffic on a network. The purpose 
of load balancing is to spread the traffic on a network across more than one device, segment, 
or connection in order to allow more traffic across the balanced network and to not overload 
one section of the network. Load balancing can be accomplished in a number of different 
ways. Some of the methods used for load balancing include asymmetric loading, priority acti-
vation, offloading, buffering, and caching.

Asymmetric loading involves varying the throughput to various devices or sections of a network 
based on the speed and capacity of the devices or segment receiving the data. This ensures that dif-
ferent parts of a network that work at different speeds or have different capacities do not get over-
whelmed by data traffic or are not underutilized because an administrator is having to slow down, 
or throttle, throughput across the whole network so as not to overwhelm one part of the network.

Priority activation is sending data packets to a specific device or segment of a network based 
on their priority. This ensures that data from more important sources are sent to their destina-
tion first and are not slowed down or lost because of limited network capacity.

Offloading is where packets containing specific protocols such as SSL or TCP are sent to 
one server while other packets are sent to another. Packets that require more processing, such 
as SSL packets, are sent to a dedicated server so that servers that handle general data are not 
bogged down with handling packets that contain processing intensive packets, which prevents 
general traffic from being properly or promptly handled.

Buffering and caching are similar technologies, but they serve different functions. When data 
is intended for a slower computer or device, it is placed in a special memory location set 
aside to serve as a buffer. The data is then released from the buffer at a slow rate so as to not 
overwhelm the destination device with too much data. This is called buffering. The purpose 

CERTIFICATION READY
What is a load balancing?
4.1

CERTIFICATION READY
What are encryption 
devices and what are the 
four types recognized by 
the NSA?
1.2
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of buffering is to allow a faster network device to process a request from a slower network 
device quickly and store it in the buffer. The data stored in the buffer is then released back at 
a rate the slower device can handle. While the data is being released from the buffer, the faster 
device can dedicate its processing capacity to the next request without having to slow down 
its function for the slower network device.

Caching also uses a set aside memory location, but for a different reason. In caching, a specific 
memory location is set aside on a network device where frequently requested information is 
stored so that the network device does not have to go and retrieve the frequently requested 
information every time it is asked for. The network device with the cache simply has to redirect 
the request to the cache and move on to the next request.

Bandwidth Shaper

Before we can discuss bandwidth shapers, we first need to understand what bandwidth shap-
ing is. In short, bandwidth shaping is managing and/or controlling network usage in order 
to optimize how a network uses its available bandwidth. Controlling the usage of bandwidth 
on a network is one way of doing this. Bandwidth shaping is also known as traffic shaping 
or packet shaping. In the case of packet shaping, it is the specific practice of limiting packet 
types, sources, or content as the means to do bandwidth shaping.

One of the more prominent examples of bandwidth shaping to appear in the news recently is 
the ongoing efforts of several ISPs to prevent people from using bit torrents and other related 
technologies. ISPs wish to prevent these technologies from being used because when they are 
in use only a handful of users end up using the majority of the available network capacity to 
download large amounts of data such as movies and music. Aside from the fact that much of 
this content is illegal, it also results in only a minimal amount of bandwidth being available 
for the majority of an ISP’s users because of the small handful of users engaged in using the 
bit torrents and related technologies.

Now that we know what bandwidth shaping is, we need to discuss bandwidth shapers.
A bandwidth shaper can be either in the form of a hardware device or software that is used 
to shape the bandwidth of a network in the manner described earlier. If the bandwidth shaper 
is a hardware device, it is usually in the form of a proxy server or network appliance.

The final category of networking devices to be discussed is wireless network devices. Wireless 
network devices are simply the counterparts of the previously discussed network devices, except 
that they use radio waves as their communications medium instead of wires or cables.

Wireless NICs

Wireless NICs are used the same way that conventional NICs are used and do the same jobs. 
Wireless NICs come built-in in most portable computing devices such as notebook computers, 
netbook computers, tablets, and so on. Occasionally, you will even find a desktop computer 
that has a built-in wireless NIC. Aside from being built into a device, wireless NICs can also 
be add-on devices.

One way a wireless NIC can be added to a desktop computer is to add it as an expansion 
card. Figure 6-22 shows a PCI wireless NIC for a standard desktop computer.

■ Wireless Devices

THE BOTTOM LINE 

This section of Lesson 6 discusses wireless devices and how they are used in conjunction 
with wired devices in a network environment.
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Figure 6-22

802.11g wireless NIC

When you look at Figure 6-22, you will notice that it says Wireless-G. This means that it 
is a wireless NIC that complies with the IEEE 802.11g standard. There are three standards 
that are commonly used in wireless networks these days. Those standards are the IEEE 
802.11b, IEEE 802.11g, and IEEE 802.11n. The slowest and oldest of these standards is 
the 802.11b standard. This standard allows for up to 11 Mbps throughput and has a range 
of approximately 100 feet at its highest throughput. IEEE 802.11g came out later and is 
backwards compatible to 802.11b. The theoretical maximum throughput of 802.11g is 
54 Mbps with a range of approximately 100 feet at its highest throughput. The device in 
Figure 6-22 follows the 801.11g standard. Last, we have the IEEE 802.11n standard. This 
is the newest standard out and it has a theoretical maximum throughput of 600 Mbps, 
though so far only devices with a theoretical maximum throughput of 150 Mbps have 
been produced. The approximate maximum range of an 802.11n device is 200 feet at 
maximum throughput. A device that complies with 802.11n is backwards compatible with 
the earlier 802.11b and 802.11g standards.

While wireless NICs can take the form of expansion cards; more and more, wireless NICs are 
taking the form of USB devices. Figure 6-23 shows a wireless g-n device that is in the form of 
a USB device.

Figure 6-23

802.11g-n wireless NIC in the 
form of a USB device

Figure 6-23 shows a Netgear USB 802.11g & n NIC, which means it can be used to connect 
to either an 802.11g or 802.11n network. It is also likely that the device would be able to 
connect to an 802.11b network.

CERTIFICATION READY
What are the most 
commonly used wireless 
standards? What are 
some of the differences 
between the standards 
in regard to throughput 
speed and signal range 
or distance?
3.3

CERTIFICATION READY
How does compatibility 
affect installing and 
configuring a wireless 
network?
2.2
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Figure 6-24

802.11g-n wireless NIC in the 
form of a USB device in its 
stand

Wireless USB NIC devices can be used in any computing device that has a USB port on 
it. Oftentimes wireless USB devices will also come with a stand that the USB device can be 
plugged into and then connected to a USB port. Figure 6-24 shows the device from Figure 
6-23 in such a stand. These stands are usually intended to be used when a desktop computer 
is using the USB device.

Wireless Access Points

The second major category of wireless networking devices we discuss is wireless access points. A 
wireless access point (WAP) is a wireless device that combines the roles of a switch and a router 
in smaller wireless networks. Figure 6-25 is an image of a newer model Cisco/Linksys home WAP.

Figure 6-25

Cisco wireless access point 
(WAP)

XREF

More is discussed about 
how wireless access points 
operate in Lesson 7.

Generally speaking, wireless access points are connected to larger networks and allow access to 
them via wireless media. In this way, WAPs act as switches to allow wireless devices access to a 
specific network.

In a home network, a WAP is often connected directly to a modem for an Internet connec-
tion coming in to the home from the outside. Figure 6-26 shows the wired connections that 
can be found on a home WAP for this purpose.

The wired network connections seen in Figure 6-26 are there to allow a WAP to connect vari-
ous wireless devices to the network. In the case of Figure 6-26, the port with the Internet label 
is where a “modem” for a home Internet connection would be connected. The WAP would then 

c06NetworkingDevices.indd Page 196  13/02/12  10:06 PM user-f396c06NetworkingDevices.indd Page 196  13/02/12  10:06 PM user-f396 F-396F-396



Networking Devices | 197

act as a router and NAT the network IP addresses of the various wireless devices in the home 
network to the ISP’s IP address. This allows the rest of the wireless devices in the home network 
to link to the home Internet connection. In a home environment, home gaming consoles such 
as Nintendo would be included in the devices allowed access to the Internet via the WAP.

Aside from allowing wireless devices access to the Internet and the home network, a WAP 
such as the one shown in Figure 6-26 can also be used to connect a small number of wired 
devices to the network. The four Ethernet ports are used for this purpose. When NATing the 
network, any devices connected to these would also be included.

Figure 6-26

Cisco WAP with wired 
connections

■ Virtual Networking

THE BOTTOM LINE 

Finally we will discuss virtual network, what it is, and some of the technologies that are 
able to take advantage of virtual networking.

Virtual networking is a new area of networking technology that combines hardware and software 
resources into a single entity for administrative purposes. Virtual networks come in two overall vari-
eties, external and internal. In an external virtual network, the resources and hardware from multiple 
networks are combined into a single software environment for administrative purposes. An internal 
virtual network on the other hand is where a single device has been configured in such a way as to 
give network like functionality to every software container on the device. This is often done to 
consolidate the functionality of multiple servers into a single hardware and software platform.

The parent company of VMWare has produced a good online document found at http://
www.vmware.com/files/pdf/virtual_networking_concepts.pdf which describes many of the 
concepts related to virtual networking. 

The reason you may want to create virtual networks would be to save money. It cost less to 
purchase one or two very powerful servers and virtually construct a network in them than to 
purchase dozens of individual smaller servers and the supporting hardware. Once the very 
powerful servers are purchase and up and running, the network administrator then only has 
to create the various servers, switches, and other components needed to run the network 
inside the memory of the large servers. As long as the large servers are running, the virtual 
network functions just like a normal network similar to what is currently found in the real 
world minus the extra hardware and support cost.

Virtual Switches

A virtual switch is similar to a physical switch in that both server the same function. The func-
tion that both types of switches serve is to look up MAC destinations and sources, forward 
frames according to their MAC addresses, and even create VLANs inside the virtual network. 
One way that virtual switches differ from physical switches is that the Spanning-Tree Protocol 
is not needed to protect from loops as the process of vitalizing any switches in a virtual net-
work does not allow for loops to take place.

CERTIFICATION READY
What is a virtual 
network? How can 
a virtual network be 
useful?
1.9
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Perhaps the biggest difference between physical switches and virtual switches is that a virtual 
switch does not exist in the physical world. Instead a virtual switch is a software construct 
inside a virtual network, which is also a software construct. The purpose of a virtual switch 
is to allow virtual devices such as workstations and servers to communicate with each other 
through the software environment.

Virtual Desktops

When talking about virtual networking, a virtual desktop is simply a virtual operating system 
setup in a virtual environment to allow end users to run software programs. It may be better 
to think of virtual desktops as virtual workstations since the term virtual desktop has been 
used in the past to refer to multiple desktop environments with the GUI of a windows type 
operating system. In one of the labs in this Lesson, we will be setting up a virtual workstation 
environment on a local computer. 

Multiple virtual workstations can be created on a local computer and then linked together to 
create a simulated networking environment. In this situation the local computer’s processing 
power, host operating system, and system resources are used to create the virtual networking 
environment. 

Virtual workstations can also be stored on a virtual server somewhere and run inside a physi-
cal device physically connected to the server containing the virtual workstations. In this situ-
ation all processing is done by the server but the environment on the local device looks and 
acts like the actual operating system being virtualized. This allows the end user to run operat-
ing systems and software that is not native to the physical platform being used. 

An extreme case of running a virtualized operating on a different platform would be to appear to 
run Windows 7 on an iPad 2.0. The iPad cannot of course run Windows 7; however, a special 
client virtualization software called VSphere from VMWare can run on the iPad. The way this 
scenario would work is that a VMWare ESX virtual server somewhere would contain Windows 
7 virtual workstations. The iPad would contain the VMWare client software called VSphere. 
The iPad would then connect to the virtual server via a physical network connection and run 
the Windows 7 virtual workstation inside the VSphere client. This would give the appearance 
of running Windows 7 and related software on the iPad when in reality, the Windows 7 vir-
tual machine and related software is really running on a VMWare ESX server somewhere. The 
described scenario is actually currently possible using the software and hardware mentioned.

Virtual Servers

Virtual servers can be one of two things. They can be server programs that are designed to 
create and support virtual networks. An example of this type of virtual server would be the 
ESX Server from VMWare. 

Another type of virtual server would be a server that is setup in a virtual environment to 
support some function that a real server would do in a physical network environment. Any 
function carried out by a physical server in a physical network can be carried out by a virtual 
server in a virtual network environment. Virtual servers can even be used as domain control-
lers in virtual network environment. 

Virtual PBX

As the name suggest, a virtual PBX is a PBX switch that has been virtualized on a network. A 
virtual PBX switch works just like a physical PBX switch in that it is used to switch voice calls 
to the appropriate destination. The difference is that instead of purchasing specialized equip-
ment to do this, a virtual PBX can be setup on a server to do the same job. Using a virtual 
PBX is usually much cheaper than using dedicated equipment to do the same thing.

CERTIFICATION READY
What are some of the 
components that may 
be found in a virtual 
network?
1.9
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On-site verses Off-site

The terms On-site and Off-site in this situation simply refer to where the hardware containing 
your virtual network is located. If the hardware containing your virtual network is located on 
the site it is being used at, it is called on-site. If the hardware being used to contain your virtual 
network is located somewhere other than the site where it is being used, it is called off-site. 

There are a couple of advantages to having an on-site virtual network. One advantage to an 
on-site virtual network is that if anything were to go wrong with the hardware housing it you 
will have easy access to it and may more easily fix the problem. Another advantage is that the 
network speeds of a LAN are generally greater than the speeds of a WAN and so you can access 
the virtual network more quickly. The biggest disadvantage is that if you have more than one 
site, it becomes more difficult to keep all the sites updated to each other and synchronized. 
Other disadvantages may include higher equipment cost and greater backup costs.

There are also a couple of advantages to using off-site virtual networks. One such advantage is 
that if you have many smaller sites, rather than having to setup a network in each site, all you 
have to do is create a single virtual network in one site and allow the other sites to access it 
over a WAN connection. This cuts down significantly on hardware cost for each site. Another 
advantage is that with the entire virtual network centralized to one location, keeping multiple 
sites synchronized is not a problem as they are all effectively using the same network. A dis-
advantage is that WAN connections tend to be slower than LAN connection and so accessing 
the virtual network may take more time. Another disadvantage is a single point of failure. If 
all sites use the same off-site virtual network, if something were to happen to the hardware 
running it, all sites would no longer be able to function until the problem is resolved.

Network as a Service (NaaS)

Network as a Service is a new idea in networking that has only recently become possible with 
the ability to virtualize networks. Rather than selling access to a specific physical network 
such as the AT&T Network or the Verizon Network, NaaS proposes that vendors should sell 
network access period. With NaaS, who the hardware of the network belongs to does not 
matter; rather what matters is the network service consumers are purchasing. 

The idea of Naas has initially been strongly resisted by various vendors because they want 
to have control over who can access their hardware and what those accessing it can do with 
it. This is a reasonable concern given how much money these various vendors have invested 
in their network infrastructures. However, recently some of this resistance has weakened. 
One indication of this resistance weakening has come from Cisco. Cisco proposed an 
Openstack:NaaS model that provides open source APIs and protocols needed to make NaaS  
work back in April of 2011. We will have to wait and see where this all will go. As a side 
note, NaaS is sometimes referred to as Cloud Computing.

CERTIFICATION READY
What is Network as a 
Service (NaaS)?
1.9

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• About various network connectivity devices such as NICs, modems, and wireless NICs.
• What a media converter is and how it is used in modern networks.
• What repeaters and hubs are and the role they play in networking.
• What bridges and switches are and how they are related.
• About some of the various types of switches that are available for use in modern networks.
• What VLANs are and how they are configured and how they are used in networking.

c06NetworkingDevices.indd Page 199  13/02/12  10:06 PM user-f396c06NetworkingDevices.indd Page 199  13/02/12  10:06 PM user-f396 F-396F-396



200 | Lesson 6

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. NIC can stand for either _________________ or _________________.

 2. Modem stands for __________________________________.

 3. A device called a __________________________________ is used to convert one type 
of cable or wired technology to another.

 4. One way to describe a hub is to describe it as a multiport _________________.

 5. Bridges use __________________________________ to determine which frames to 
allow through and which frames to not allow through.

 6. _________________ are used to break up a larger LAN into smaller LANs based on 
which port a device is connected to on a switch.

 7. The algorithm used by a group of switches to ensure that no loops are set up between 
the switches is called _________________.

 8. The technology that is used to send power over a LAN connection is called _________.

 9. _________________ are used to control access to a network based on packet headers.

 10. When two firewalls are set up in a network, the area between them is called a 
_________________, and is used to isolate certain publicly accessed devices such as 
web and e-mail servers from private network devices such as domain controllers and 
file servers.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. Which term best describes a device that is built into a computer’s motherboard that 
allows that computer to access a network?
a. Network Interface Card
b. Network Interface Controller
c. Bridge
d. Bandwidth Shaper

■ Knowledge Assessment

•  About some advanced switch-related topics such as port mirroring, port authentication, 
trunking, and PoE.

• What a spanning tree is and how it is used by a switch.
• What CSU/DSUs are and the role they play in networking.
• Some basic information about routers and how they are used in a network.
• What firewalls are and some of their basic function in networking.
• About several different types of servers that are commonly used in modern networks.
•  About some additional network devices that are used in various types of networks such as 

multifunction devices, IDS/IPS, load balancers, and bandwidth shapers.
•  About common wireless network devices that are in use today and how they are used in 

conjunction with wired network devices.
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 2. What device is used to convert analog signals to digital signals and digital signals to ana-
log signals?
a. Media converter
b. Repeater
c. Modem
d. CSU/DSU

 3. What is the technique called where all communications within a switch are repeated to 
one particular port?
a. Port authentication
b. Trunking
c. Bandwidth shaping
d. Port mirroring

 4. The ability of a switch to send data from multiple VLANS through the same data link is 
called what?
a. Trunking
b. Load balancing
c. Port mirroring
d. PoE

 5. A device that is used to change a digital signal from one frame format to another frame 
format such as Frame Relay to Ethernet or Ethernet to Frame Relay is called what?
a. Modem
b. Media converter
c. CSU/DSU
d. IDS/IPS

 6. What does CSU/DSU stand for?
a. Carrier Sensing Unit/Data Sensing Unit
b. Channel Service Unit/Data Service Unit
c. Carrier Service Unit/Data Service Unit
d. Channel Sensing Unit/Data Service Unit

 7. What type of server is used to convert URLs to IP addresses?
a. DNS server
b. DHCP server
c. Proxy server
d. Domain controller server

 8. What networking device is used to detect network intrusion?
a. Firewall
b. Switch
c. IDS
d. IPS

 9. What functions can a proxy server perform? (Choose all that apply.)
a. Keep the computers behind the proxy server anonymous
b. Set up access policies to different network services and/or content
c. Bypass security or services
d. Scan inbound or outbound content for malware or other security risks

 10. What network device is used to distribute the load of a network evenly between multiple 
devices?
a. Bandwidth shaper
b. Proxy server
c. DNS
d. Load balancer
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Lab Exercises
■ Lab 1

Connecting Two Computers Using Crossover Cables

The purpose of this lab is to show the student how to connect two computers together using a 
crossover cable. In order to do this the student will learn how to share files using Windows XP and 
connect computers using NICs and a crossover cable. After completing this lab the student will 
have a basic understanding of how to connect computers together into a peer-to-peer network.

MATERIALS
• Two computers running Windows XP Professional

• The crossover cable created in the Lesson 3 Lab

• Paper

• Pen or pencil

DO THE LAB
Write down three things you need to be able to do/have based on the above.

Connect the Computers Together

 1. Make sure both computers are turned off.

 2. Connect one end of the crossover cable to the network card in computer 1; it does not 
matter which end.

 3. Connect the other end of the crossover cable to the network card in computer 2.

Configure the Two Computers

 1. Turn both computers on. It does not matter which one you turn on first.

 2. Sign in to Windows on both computers, as you normally do.

 3. Wait until both computers have fully loaded Windows and all startup programs are 
shown in the System Tray.

 4. With the left mouse button, click Start in the bottom left corner of the screen.

 5. With the right mouse button, click My Computer, which should be located on the right 
pane of the Start Menu.

 6. With the left mouse button, click Properties at the bottom of the pop-up menu.

 7. With the left mouse button, click on the Computer Name tab.

 8. Observe the Workgroup name listed on computer 1 and write it down exactly as shown 
on the screen.

 9. On computer 2, with the left mouse button, click on the Change... button.

 10. Type the Workgroup name listed on computer 1 in the Workgroup textbox in com-
puter 2 exactly as it was shown in computer 1.
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 11. With the left mouse button, click OK.

 12. A message box appears that says something like Welcome to the “Workgroup Name You 
Typed” workgroup.

 13. With the left mouse button, click OK.

 14. Another message box will appear saying, You must restart this computer for the 
changes to take effect.

  With the left mouse button, click OK when you see this message.

 15. The System Properties dialog box reappears with the Computer Name tab selected.

  With the left mouse button, click OK when this dialog box appears.

 16. A message box will appear saying something like You must restart your computer before the 
new settings will take effect. Do you want to restart your computer now?

  With the left mouse button, click Yes when this message box appears.

 17. Computer 2 restarts and both computers are now in the same workgroup.

 18. Before proceeding to the next step, follow steps 7–11 to verify that both computers are 
showing the EXACT same workgroup name.

 19. With the left mouse button, click OK on both computers, to close their System Properties 
dialog boxes.

Enable Sharing

 1. With the left mouse button, click Start.

 2. With the left mouse button, click My Computer.

 3. With the right mouse button, click on the Windows (C:) or Local Disk(C:) hard disk 
drive or whichever other hard disk drive you may want to be able to exchange files with.

 4. With the left mouse button, click Sharing and Security....

 5. With the left mouse button, click on the link If you understand the risk but still want 
to share the root of the drive, click here.

 6. With the left mouse button, click on the link If you understand the security risks but 
want to share files without running the wizard, click here.

 7. Select Just enable file sharing, by clicking on the circle with the left mouse button. When 
a circle is selected, a green dot will appear in that circle, indicating it has been selected.

 8. With the left mouse button, click OK.

 9. With the left mouse button, click on the check box next to Share this folder on the network. 
Once the box is selected a green check mark will appear in the box indicating it has been 
selected. The hard disk drive name will appear in the Share name text box as the default 
name “Share name.” If you do not want to use the default name, you can rename it.

 10. With the left mouse button, click on the check box next to Allow network users to change 
my files. Again, a green checkmark will appear in the box indicating it has been selected. 
When you do this step, it will allow you full access to the drive and its files.

 11. With the left mouse button, click OK.

 12. The Setting folder permissions... dialog box will briefly appear. Once it does, the My 
Computer window will reappear with a hand holding the hard disk drive, indicating that 
it is now shared.

 13. With the left mouse button, double-click on Windows (C:) or Local Disk(C:) hard 
disk drive. If you changed drives before sharing them, then double-click on whichever 
hard disk drive the files and folders are located on that you want to gain access to.

c06NetworkingDevices.indd Page 203  13/02/12  10:06 PM user-f396c06NetworkingDevices.indd Page 203  13/02/12  10:06 PM user-f396 F-396F-396



204 | Lesson 6

 14. With the left mouse button, double-click Documents and Settings.

 15. With the right mouse button, click on the folder or User Name where the files and 
folders are located that you want to gain access to.

 16. With the left mouse button, click on the Sharing and Security... link.

 17. With the left mouse button, click on the check box Make this folder private to remove the 
check mark from the box. If there is no check mark in the box already, skip down to step 18.

 18. With the left mouse button, click on the check box next to the Share this folder on the 
network link to place a check in the box. The user’s folder name will appear in the Share 
name text box as the default Share name. Again you can rename it to a different share 
name if you so desire.

 19. With the left mouse button, click on the checkbox next to Allow network users to change 
my files to place a check in the box.

 20. With the left mouse button, click OK.

 21. The Setting folder permissions... dialog box will briefly appear.

 22. A hand holding the folder appears, indicating the folder is now shared.

 23. With the left mouse button, click the Close button to close the C:\Documents and 
Settings window.

 24. Repeat steps 18–23 to share other folders on the other computers.

Verify the Share in Network Places

 1. With the left mouse button, click Start.

 2. With the left mouse button, click Control Panel.

 3. With the left mouse button, click Network Connections or Network and Internet 
Connections, then Network Connections.

 4. With the left mouse button, click on My Network Places, below Other Places, on the 
left side of the screen.

 5. With the left mouse button, click on View workgroup computers, below Network 
Tasks, on the left side of the screen.

 6. With the left mouse button, double-click on one of the computers to view the shared 
folders/files on it.

 7. You will see your computers. It is best practice to have all computers in the same work-
group, so they will show up on the other computers.

 8. If you do not see your computers, then you may have a “firewall” of sorts running on 
your computer. You will need to either configure your firewall to allow file sharing 
between computers or temporarily shut the firewall down.

 9. You can now exchange data between the two computers.

It could take up to 
15 minutes for the 
computers to start 
showing up. It is a 
known issue with the 
Windows XP Computer 
Browser function. It is 
quicker to just restart 
all computers, if one of 
them is not showing up.

TAKE NOTE*

■ Lab 2

Connecting Multiple Computers Together Using a Switch or Hub

The purpose of this lab is to connect more than one computer together using a switch or a 
hub. Using switches is preferable for this lab because switches are what a student is most likely 
to see in the corporate world. After completing this lab, the student will be familiar with what 
is involved in connecting multiple computers together via a switch or hub.
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Build a Network Using a Switch or Hub

 1. Make sure all the computers are off.

 2. Connect each computer to the switch or hub by using a straight-through cable to con-
nect each computer’s NIC to a port on the switch or hub.

 3. Go through the steps laid out under the heading Verify the Share in Network Places in 
Lab 1 to verify that all the computers connected to the switch or hub can see each 
other and share data. If a computer cannot be seen on the network, go through the 
necessary components of Lab 1 for each computer that is not seen on the network so 
that it can be seen.

■ Lab 3

Connecting Multiple Switches or Hubs Together in a Single Network

The purpose of this lab is to teach the student how to link multiple switches or hubs together 
in a single network. After completing this lab the student will be familiar with the concepts 
behind linking multiple switches or hubs together in a single network. As in Lab 2, switches 
are preferable to hubs for this lab because the student in more likely to see switches in the 
corporate world than they are to see hubs.

MATERIALS
• Two or more networks from Lab 2

• Straight-through cables to connect the various switches or hubs together

• Paper

• Pencil

MATERIALS
• More than one computer with NICs in them and running Windows XP

• The straight-through cable created in Lesson 3 lab

• A switch or hub

• Paper

• Pen or pencil

DO THE LAB

Connect Multiple Networks Together Using
Switches or Hubs

 1. Link two or more switches with their computers still connected together using a straight-
through cable.

 2. Check whether the computers connected to the different switches are all part of the same 
workgroup using the appropriate steps from Lab 1. If they are not, change the work-
group names in the computers so that they all use the same workgroup name. Do this by 
following the appropriate steps in the first section of Lab 1.

DO THE LAB
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■ Lab 4

Creating a Virtual Workstation using VMPlayer

In this lab the student will download, or have their professor download ahead of time, the 
installation file for VMPlayer and an ISO for a Linux distribution, sometimes called a Linux 
distro. For the purposes of this lab I have chosen to use MintOS 11, which is a Windows like 
variation of the Linux distro called Ubuntu. 

In the first part of this lab the student will install VMPlayer and look at some of its 
capabilities. In the second part of this lab the student will use VMPlayer to create and 
install a virtual machine of the Linux distro they downloaded. Once they have created 
and installed the virtual machine, they will then use it and explore the Linux operating 
system. 

This lab will introduce the student to concepts of virtual computing, software related to vir-
tual computing, how to install a Linux operating system, and how to use the Linux operating 
system with a graphical interface.

MATERIALS
• The file VMware-player-3.1.4-385536.exe or a newer version

• The ISO linuxmint-11-gnome-cd-nocodecs-32bit.iso or the ISO of a Linux distro of  
your professor’s choice

• A computer running Windows XP or later

• Paper

• Pencil

 3. Go through the steps laid out under the heading Verify the Share in Network Places in 
Lab 1 to verify that all the computers connected to the switch or hub can see each 
other and share data. If a computer cannot be seen on the network, go through the 
necessary components of Lab 1 for each computer that is not seen on the network so 
that it can be seen.

DO THE LAB

Obtaining the Needed Files

 1. The two files listed above can be downloaded both legally and free from the Internet.

 2. To download the VMware-player file go to www.filehippo.com and search for VMPlayer.
  a.  Once you have found the file listed above, or a later version of it, download it to the 

local computer.
  b.  Alternatively your professor can download the file ahead of time and store it in a net-

work location.
  c.  Write down the location where this file is saved on the local computer.

VMPlayer is a fully 
functional educational 
and personal use ver-
sion of VMWare’s 
VMWorkstation soft-
ware and does not have 
a usage time limit on 
it. The only difference 
between VMPlayer and 
VMWorkstation is that 
VMWorkstation had 
some additional func-
tionality that VMPlayer 
does not.

TAKE NOTE*
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Install VMPlayer

 1.  Navigate to the VMPlayer installation file downloaded previously.

 2. Double click the MVPlayer installation file. Figure 6-27 shows what the installation dia-
log box should look like.

Figure 6-27

VMPlayer initial installation 
dialog box

 3. Press the <Next> button and take the default options until you reach a dialog box similar 
to Figure 6-28. Once you see this dialog box, click on <Continue>.

 3. To download the Linux ISO listed above you will need to go to the website http://www.
linuxmint.com/edition.php?id=83. The version being downloaded from this location is 
the 32-bit CD no Codex version.

  a. Once you have found the ISO file listed above, download it to the local computer.
  b.  Alternatively your professor can download the file ahead of time and store it in a net-

work location.
  c. Write down the location where this file is saved on the local computer.

Figure 6-28

VMPlayer’s “Ready to
Perform Requested 
Operations”
dialog box
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 4. Once the VMPlayer installation program has completed its installation, the dialog 
box in Figure 6-29 will be displayed. When you see this dialog box, close all open 
programs and click on the <Restart> control button in the “Setup Wizard Complete” 
dialog box.

Figure 6-29

VMPlayer’s “Setup Wizard 
Complete” dialog box

 5. Once the system has restarted, locate the VMPlayer icon on the Desktop and double-
click it. This will load the VMPlayer program. When loaded, VMPlayer will look similar 
to Figure 6-30.

Figure 6-30

VMPlayer running in a 
Windows 7 environment
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 6. VMPlayer is now installed and running in Windows. 

 7. Look around in VMPlayer and view some of the Help options available in VMPlayer.
 8. Close VMPlayer.

Creating Your First Virtual Machine

 1. Once you have installed and restarted your computer, you need to Double Click on the 
icon for VMPlayer and bring up the same dialog box as shown in Figure 6-30.

 2. In the left hand pane of VMPlayer you will notice for icons. Double Click the icon 
labeled “Create a New Virtual Machine”.

 3. Once you have completed step 2 a dialog box similar to the one in Figure 6-31 will 
come up.

Figure 6-31

VMPlayer New Virtual
Machine Wizard

 4. Click on the radial button labeled “Installer disc image file (iso):”

 5. Click on the <Browse> button located to the left of the above radial button and browse 
to the location where your ISO image has been stored. This will point the new virtual 
machine to where it needs to go in order to install the guest operating system.
Once you have clicked on the ISO you want to use, click on the <Next> button. 
After clicking on the <Next> button you will get a dialog box that looks like
Figure 6-32.
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Figure 6-32

VMPlayer New Virtual 
Machine Wizard “Select Guest 
Operating System” dialog box

 6. Make sure that the radial button labeled “Linux” is selected in the “Guest Operating 
System” portion of the dialog box.

 7. Make sure that “Ubuntu” is selected in the “Version” part of the dialog box.

 8. Click the <Next> button to move on to the next dialog box. 

 9. Continue clicking on the <Next> button while leaving the default settings until you reach 
a dialog box like the one shown in Figure 6-33.

Figure 6-33

VMPlayer New Virtual Machine 
Wizard “Name the Virtual 
Machine” dialog box
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 10. In the “Virtual Machine Name” portion of the dialog box, type a name that will tell you 
what this virtual machine is. As you can see from Figure 6-33, I named my virtual 
machine “MintOS 11” you can use whatever name reminds you exactly what the vir-
tual machine is.

 11. Take the default setting in the “Location” portion of the dialog box.

 12. Click <Next> and continue taking default settings until you reach a dialog box simi-
lar to Figure 6-34.

Figure 6-34

VMPlayer New Virtual Machine 
Wizard “Ready to Create 
Virtual Machine” dialog box

 13. Click the <Finish> button in this dialog box. If a dialog box comes up talking about 
removable devices simply click the <OK> button for that dialog box. Once you have 
done this, a dialog box similar to the one found in Figure 6-35 will come up.

Figure 6-35

VMPlayer New Virtual Machine 
Wizard “VMWareTools”
dialog box
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 14. It is very important that you click the <Remind Me Later> button in this dialog box 
because you cannot install VMTools in a Linux Guest Operating System like you can a 
Windows Quest Operating System. The next part of this Lab will walk us through the 
process of installing VMTools in a Linux Guest Operating System. Once you click the 
<Remind Me Later> button a screen similar to Figure 3-36 will come up.

Figure 6-36

VMPlayer MintOS virtual 
machine with message box

 15. On the bottom part of the screen there is a message box. Click on the “I Finished 
Installing” button to make that message box go away. When you do, you will have a 
screen like Figure 6-37 where that bottom message box has disappeared.

Figure 6-37

VMPlayer MintOS virtual 
machine without message box

 16. Once you have a screen similar to Figure 3-37 up, fine the icon on the MintOS desktop 
that says “Install Linux Mint”. This icon will allow you to install MintOS as a full blown 
virtual machine that will act just like a computer where the MintOS operating system is 
installed directly into the computer.

 17. Double Click the “Install Linux MintOS” icon. When you do this a screen similar to 
Figure 6-38 will come up.
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Figure 6-38

VMPlayer MintOS virtual 
machine “Allocated Space” 
install dialog box

 18. Make sure that the radial button labeled “Erase disk and install Linux Mint” is highlight-
ed like in Figure 6-38 and then click on the <Forward> button.

 19. Continue clicking on the <Forward> button and taking the default options until you 
come to a screen like the one shown in Figure 3-39.

Figure 6-39

VMPlayer MintOS virtual 
machine “Erase and install 
Linux Mint” install dialog box

 20. Once you have a screen like the one shown in Figure 6-39 up, click on the <Install 
Now> button. Once the <Install Now> button has been clicked a screen similar to the 
one in Figure 6-40 will come up.

Figure 6-40

VMPlayer MintOS virtual 
machine “Who are you” install 
dialog box not populated
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 21. In the dialog box like the one that appears in Figure 6-40 type your first name in the 
text field labeled “Your Name”. When you do this the field labeled “Your Computer’s 
Name” will automatically be populated.

 22. In the field labeled “Pick a Username” you can enter the username you would prefer to use.

 23. Finally choose a password and type it in the “Choose a password” field and retype it in 
the “Confirm your password” field. When you get done your dialog box should look 
something like the dialog box shown in Figure 6-41.

Figure 6-41

VMPlayer MintOS virtual 
machine “Who are you” install 
dialog box populated

It is very important to 
note that Linux is case 
sensitive. This means 
that if you choose to use 
a capital letter in your 
username you will have 
to make sure you use 
the capital letter when-
ever you log into Linux 
as well.

TAKE NOTE*

 24. When the “Who are you” dialog box is completely filled out click on the <Forward> 
button.

 25. Keep clicking the <Forward> button and accepting the default settings until you reach a 
dialog box that looks like the one in Figure 6-42.

Figure 6-42

VMPlayer MintOS vir-
tual machine “Installation 
Complete” dialog box

 26. Once you have the dialog box up shown in Figure 6-42 click the <Restart Now> button. 
This will force the quest operating system inside VMPlayer to restart and make all the 
changes you made permanent. 

 27. Once MintOS has restarted you will get a screen similar to the one shown in Figure 6-43.

 28. Click on your username and enter your password. This will bring up the MintOS desktop. 
This will look just like the desktop shown in Figure 6-37 minus the “Install Linux Mint” icon.
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Figure 6-43

VMPlayer MintOS virtual 
machine logon screen

 29. Congratulations, you have successfully installed Linux MintOS into VMPlayer. The 
Linux installation process you followed here is exactly the same installation process you 
would have followed to install this Operating System directly onto a computer.

 30. Leave MintOS open and active for the next section of this Lab.

Installing VM-Tools inside Linux

VMTools is not absolutely necessary for using a virtual machine inside VMPlayer. However, 
VMTools do make it easier for the Guest operating system running inside VMPlayer to inter-
act with the Host operating system that VMPlayer is running on more smoothly. 

When installing a Windows based Guest operating system, VMTools can be installed at the 
time the Guest operating system is installed. However, when running a Linux or Unix based 
Guest operating system VMTools needs to be installed separately. This section of Lab 4 will 
take you through the process of installing VMTools on the MintOS Guest operating system 
using the Graphical Software Management Tool that comes with MintOS. 

 1. Make sure that the Linux MintOS Quest operating system is running and that your are 
on the MintOS desktop that you ended on in the last section.

 2. Click on the “Menu” button in the bottom left hand side of the MintOS desktop and a 
Start Menu similar to the one shown in Figure 6-44 will come up.

You can install any 
software package that 
is available in Linux 
MintOS in the same 
manner that you install 
VMTools.

TAKE NOTE*

Figure 6-44

MintOS start menu
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 3. On the left hand side of the MintOS start menu under the heading “System” is a pro-
gram button labeled “Software Manager”. Click on the “Software Manager” menu 
option. When you do a program dialog box similar to the one shown in Figure 6-45 will 
come up.

Figure 6-45

MintOS Software Manager
program dialog box

 4. As can be seen from the screen shot in Figure 6-45, there are over 33,000 packages avail-
able for download. All the programs are free. Some time you may want to look at the 
different programs available in the different categories to see what is available. For our 
purposes we will use the search tool in the upper right hand corner of the package man-
ager to look for VMTools. To do this, place the word “vmware” in the search tool like 
shown in Figure 6-46.

Figure 6-46

MintOS Software Manager 
program dialog box with 
“vmware” in the search tool

 5. Once you have searched for “vmware” you will notice that 7 packages came up. The 
package we are interested in is the one labeled “open-vm-toolbox”. Double click on the 
package named “open-vm-toolbox”. When you do the screen shown in Figure 6-47 will 
come up.
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Figure 6-47

MintOS Software Manager 
install screen for “
open-vm-toolbox”

 6. When the screen shown in Figure 6-47 comes up click on the button labeled “install”. 
Once this package is done installing, all components needed for VMTools. Click the X 
in the upper right hand corner to close the Software Management Tools.

 7. Once VMTools is installed, look around MintOS and get a feel for it. You may also want 
to go back into the Software Management Tool and see if there are other programs you 
would like to install. 

 8. List some things you like about MintOS.

 9. List some things you did not like about MintOS.

 10. How do you think MintOS compares to Windows?
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 13. If you wish to go back into the MintOS virtual machine, simply open up VMPlayer and 
Double-Click the MintOS option in the left hand pane. This will begin the process of 
loading the MintOS virtual machine so that you can begin using it again.

Figure 6-49

VMPlayer opening screen
with MintOS shown in the
left hand pane

 11. Once you are finish looking around in MintOS, go back to the start “Menu” button 
and Quit MintOS. The Quit button will be the Menu option at the very bottom of the 
Start Menu on the left hand side. When you click on the Quit option, the Shutdown 
Computer dialog box will come up as shown in Figure 6-48.

Figure 6-48

MintOS Shutdown
Computer screen

 12. To complete shutting down MintOS, click the “Shutdown” option. Once you do that 
you will be taken back to the VMPlayer main screen. This will look like Figure 6-49.
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LESSON 7LAN Technologies

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

LAN Technologies Compare and contrast different 3.7
 LAN technologies.
 • Types:
  • Ethernet
  • 10BaseT
  • 100BaseT
  • 1000BaseT
  • 100BaseTX
  • 100BaseFX
  • 1000BaseX
  • 10GBaseSR
  • 10GBaseLR
  • 10GBaseER
  • 10GBaseSW
  • 10GBaseLW
  • 10GBaseEW
  • 10GBaseT
 • Properties:
  • CSMA/CD
  • CSMA/CA

Other LAN Concepts Compare and contrast different 3.7
 LAN technologies.
 • Properties:
  • Broadcast
  • Collision
  • Bonding
  • Speed
  • Distance

Wireless LAN Technologies Given a scenario, install and  2.2
 configure a wireless network.
 • WAP placement
 • Antenna types
 • Interference
 • Frequencies
 • Channels
 • SSID (enable/disable)
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 Given a scenario, implement 5.1
 appropriate wireless security
 measures.
 • Encryption protocols:
  • WEP
  • WPA
  • WPA2
  • WPA Enterprise
 • MAC address filtering
 • Device placement
 • Signal strength

SOHO Network Given a set of requirements,  2.6
Technologies plan and implement a basic
 SOHO network.
 • List of requirements
 • Cable length
 • Device types/requirements
 • Environment limitations
 • Equipment limitations
 • Compatibility requirements

Ethernet bonding

Ethernet DIX

Ethernet II

Ethernet SNAP

gigabits per second (gbps)

infrastructure wireless network

kilobits per second (kbps)

link aggregation

MAC address filtering

megabits per second (mbps)

Multilink trunking (MLT)

Network Fault Tolerance (NFT)

Novell Ethernet

port bonding

Redundant Array of Independent
 Nodes (RAIN)

Service Set Identifier (SSID)

Small Office Home Office (SOHO)

speed

Synchronous Optical Network (SONET)

terabits per second (tbps)

K E Y  T E R M S

ad hoc wireless network

baseband

bit

bonding

broadband

broadcast

broadcast networking

Carrier Sense Multiple Access with Collision 
 Avoidance (CSMA/CA)

Carrier Sense Multiple Access with Collision 
 Detection (CSMA/CD)

channel

channel bonding

collision

collision domain

contention-based access method

distance

encryption

Ethernet

Ethernet_802.2

Ethernet_802.3
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■ LAN Technologies

THE BOTTOM LINE 

This section of Lesson 7 discusses some of the current LAN technologies that are available 
as well as some older technologies that are not in general use anymore. A particular 
emphasis in this section is placed on Ethernet technologies and CSMA/CD, which is used 
by Ethernet to access a network.

As has been previously discussed previously in this book, networking technologies come in two 
types, wide area network (WAN) and local area network (LAN) technologies. While there is 
beginning to be a convergence in these two technology areas, it is still in the very early stages. For 
the time being, the two technologies are still very distinct and different from each other. Because 
of this, these technologies are discussed as separate topics in this book. This lesson concentrates 
on those technologies that are used in LAN networks. Lesson 8 deals with WAN technologies.

Ethernet Frames

Ethernet is one of the oldest and the most widely used LAN technologies in use today. 
A group headed by Xerox Corporation first developed Ethernet between 1973 and 1975. 
Because of how old it is, initially there was not a set standard for Ethernet. The four types 
of Ethernet available are the result of different frame types that have been used for it over 
the years. The most widely used Ethernet frame type is called Ethernet II or Ethernet DIX. 
The DIX stands for (DEC, Intel, and Xerox), which are the three companies that worked 
together to develop this Ethernet frame type. Ethernet II or DIX is the most commonly used 
Ethernet frame today, mainly because it can be used directly by the Internet Protocol (IP).

Back when Xerox and company first developed Ethernet, Novell wanted to standardize it and 
approached the IEEE to do so. However, when the IEEE went to create an Ethernet standard, 
they did not take into consideration the implementation already used by Xerox and company or 
how the Ethernet standard was to work in the overall OSI Model. Put simply, they forgot, did 
not consider, or simply overlooked the fact that a Layer 2 Data Link protocol needed a Layer 
2 Data Link identifier to work. However, in their defense, Novell claims that at the time of the 
development of the IEEE 802.3 standard, such an identifier was not needed. The end result 
is that this standard became Ethernet standard IEEE 802.3 (raw), which is sometimes referred 
to Ethernet_802.3. As a result of the way that Ethernet 802.3 was constructed, it can only run 
with Novell’s IPX packets, and because of that, some people have called it Novell Ethernet.

Because Ethernet_802.3 does not have an identifier number to enable it to work with the 
Data Link sublayer of the OSI Model, IEEE had to modify their standard. This modification 
became known as the Ethernet IEEE 802.2 Logical Link Control (LLC) standard, which is 
sometimes referred to as Ethernet_802.2. Basically, what this standard does is add the capa-
bility to the Ethernet_802.3 frame header that enables it to have an identifier so that it works 
with the Data Link sublayer of the OSI Model. This allows this Ethernet frame type to work 
with more than just the IPX protocol.

One of the main limitations of Ethernet_802.2_LLC is that its header can only support 128 
protocols. While this is a large number, in point of fact there are more than protocols than that 
in the TCP/IP Protocol Suite. In order for a network to use Ethernet_802.2_LLC it had to 

CERTIFICATION READY
What are the main types 
of Ethernet frames? 
Which type of Ethernet 
frame is most commonly 
used in modern 
networks?
3.7

George is a network engineer at a local hospital. He has been tasked by his boss to come up 

with a way for all the records of a patient who is in the hospital to be accessed from anywhere 

in the hospital. The solution George comes up with must also ensure that all changes to a 

patient’s records be updated as soon as any changes are made to their record. What technology 

can George use to accomplish this task?
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CERTIFICATION READY
What does CSMA/CD
stand for? What is 
CSMA/CD? How does 
it work? What happens 
when CSMA/CD detects 
a collision?
3.7

Figure 7-1

Bus-based network using 
CSMA/CD to send a packet

Computer 1 needs to send a packet
to Computer 3.
Computer 1 listens to the network
to see if there is any traffic on
the network.
If there is traffic, Computer 1 waits
a certain amount of time and 
checks again until there is no traffic.
If there is no traffic Computer 1
sends the packet.

Computer 1 Computer 2

Computer 5Computer 4

Computer 3

A.

A.

B.

B.

C.

C.

D.

D.

be limited to 128 protocols on a single network. This did not sit well with the Internet com-
munity, so Ethernet_802.2_LLC was modified to allow a larger number of protocols to run on 
the network. This became known as Ethernet SNAP or Ethernet Subnetwork Access Protocol.

Ethernet Communications Methods

We have just finished discussing the different frame types available for Ethernet. The next 
topic of discussion is how Ethernet transfers data on a network. There are generally two 
main ways that Ethernet does this. One method is called Carrier Sense Multiple Access with 
Collision Detection (CSMA/CD), and the other is called Carrier Sense Multiple Access 
with Collision Avoidance (CSMA/CA). Both methods are considered contention-based access 
methods. In a contention-based access method, the different nodes on the network segment 
compete to see which node is able to send out its packet first. Both methods are very much 
first-come, first-serve methods of access. The first node to get its packet on the network is the 
one to send its packet first. The next two sections of Lesson 7 will discuss these two methods.

CARRIER SENSE MULTIPLE ACCESS WITH COLLISION DETECTION (CSMA/CD)
Carrier Sense Multiple Access with Collision Detection (CSMA/CD) is the primary method that 
Ethernet uses to access wired LANs. Ethernet uses a different method to access wireless LANs.

When Ethernet was first created it was intended for bus-based networks. As a result, it needed to 
have a way to access a bus-based network without having packets constantly colliding into each 
other. To accomplish this, CSMA/CD was developed. The way that CSMA/CD works is as follows.

Figure 7-1 illustrates the process that is used when Ethernet sends data across a LAN using 
CSMA/CD. When a computer or node on a network needs to send a packet to another com-
puter or node on the network, the first thing it does is listen to the network to make sure that 
another node is not in the process of sending a packet. If a different node is in the process 
of sending a packet, it waits for a time and listens again. If no other node is sending on the 
network, the node that needs to send a packet sends it. This part of the process is the Carrier 
Sense Multiple Access part of sending a packet on an Ethernet network using CSMA/CD.

There is one main weakness with CSMA/CD as a means of accessing a network. That weakness 
is that more than one computer can send data across the network at one time. This happens 
when two different computers need to send data at the same time. Both computers will listen 
to the network and neither computer will hear any activity on said network. This leads both 
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Fortunately, CSMA/CD has a mechanism in place for collisions. When the power spike that results 
from the two packets colliding occurs, all the computers on the affected network  segment are able 
to “hear” it. When the computers on the network segment hear a collision on the network, they 
all immediately activate something called a hold down timer. A hold down timer is a clock that 
activates in each NIC on the network and starts counting down from a randomly set point of time. 
While the clock on a particular NIC is counting down, it is unable to send any packets. As each 
computer on the network segment finishes its random countdown it is able to begin listening to the 
network again in order to find an open point where it can begin to send its data packet.

Figure 7-3 shows a network segment immediately after a collision has occurred. Each computer 
on the segment has its hold down timer set for a random amount of time from which it will 
begin to count down before it can send its data.

Computer 1 Computer 2

Computer 5Computer 4

Computer 3Figure 7-2

Bus-based network using 
CSMA/CD to send a packet 
when a collision occurs

Figure 7-3

Bus-based network using 
CSMA/CD immediately after 
a collision

Computer 1 Computer 2

Computer 5Computer 4

Computer 3

computers to conclude that it is clear for them to send data. The result is that both computers 
end up sending data packets simultaneously; however, because only one data packet can be on 
the network cable at one time, a collision occurs. The collision results in a power spike on the 
network as well as the data in the two different packets being destroyed. Figure 7-2 shows what 
this collision looks like. In Figure 7-2 Computers 1 and 5 send data packets at the same time 
resulting in the collision that is symbolized by the starburst where the two data paths meet.
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CARRIER SENSE MULTIPLE ACCESS WITH COLLISION AVOIDANCE (CSMA/CA)
Like CSMA/CD, Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is 
a method used by Ethernet to access a local area network. Where CSMA/CD is most com-
monly used for wired networks, CSMA/CA is most commonly used for wireless networks.

Figure 7-4 illustrates how CSMA/CA works. CSMA/CA and CSMA/CD are very similar in 
operation; however, CSMA/CA adds another step. Instead of immediately sending its data packet 
after listening to the network, CSMA/CA first sends out a warning message letting all the other 
computers on the network know that a data packet is coming. After this warning is sent out, 
then the actual data packet is sent. When the other computers on the network segment hear the 
warning, they know that they cannot listen to the network to send out their own data until after 
the actual packet has come by. After the packet goes by, the other computers on the segment can 
begin to listen and compete to send out their own packet next. If two computers attempt to send 
out their warnings at the same time, a collision occurs between the two warning messages and 
this collision is treated very much like a collision in the CSMA/CD access method.

Figure 7-4

Bus-based network using 
CSMA/CA to access the media

Computer 1 Computer 2

Computer 5Computer 4

Computer 3

When the other computers on
the network hear the warning,
they hold off sending data of
their own.

After the other computers on
the network hear the actual
packet go by, they can attempt
to send their own data using
the same method.

After the warning is sent,
Computer 1 sends the actual
packet to Computer 3.

A

B D D

C

Computer 1 Computer 2

Computer 5Computer 4

Computer 3

E

E

Computer 1 needs to send a packet
to Computer 3.
Computer 1 listens to the network to
see if there is any traffic.
If there is no traffic Computer 1
sends a warning over the network
announcing that it is about
to send a packet.

A

B

C

F

F F

FF

D

DD

A good, tongue in cheek way to differentiate between these two different methods: In 
CSMA/CD, you check for traffic in the street and when you don’t see any oncoming cars, 
you step out into the street and hope a car that you didn’t see doesn’t hit you. In CSMA/
CA, you check for traffic before you step out into the middle of the street, and if you don’t 
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see any oncoming cars, you put your little bother out in the road with a sign telling any cars 
you didn’t see to stop before you step out and hope he doesn’t get hit.

Baseband Ethernet Technologies

Ethernet is a baseband technology. What baseband means is that a cable can only carry one 
signal one way at one time. In the case of most modern Ethernet cables, this means that there 
is one line for sending signals and another line for receiving signals. This is why collisions can 
take place on Ethernet setups. Since only one signal can travel down a wire at one time, if two 
signals attempt to use the same wire at the same time, a collision takes place. This explains 
why CSMA/CD or CSMA/CA is needed when Ethernet attempts to access media.

In modern LAN configurations switches go a long way to alleviating collision issues. Switches 
do this by treating every network connection on the LAN as a microsegment that only has 
two computers connected to it, each with separate send and receive wires.

Over the years, LAN communications technologies have changed a great deal. To indicate 
these different changes a special naming convention has been worked out. A way to visualize 
and understand this naming convention is to think of it as XBase-Y naming convention. The 
X portion of the naming convention indicates the transfer rates possible for that particular 
media type. Usually this is some multiple of megabits per second (mbps). Thus a 10 would 
indicate a transfer rate of 10 mbps, and so on. If there is a capital G after the number, then 
that is the number of gigabits per second (gbps). In this way, 10G would indicate a 10 gbps 
transfer rate. The Base part of the naming convention indicates that it is a baseband media type.

If Broad is used in this location instead of Base, then that would indicate that the media type is 
broadband instead of baseband. A broadband media type is one that can carry multiple data signals 
on the same wire using some type of multiplexing. Finally, the Y indicates the type of media being 
used. Different letters indicate different types of media. For example a T usually indicates that the 
media used is unshielded twisted pair (UTP). A TX indicates that the media is full-duplex UTP. 
The best way to remember what the Y portion of the XBase-Y convention means is to simply 
memorize the Y portion because there is not set standard for how the Y portion is to be expressed.

Most of the various XBase-Y standards to be discussed here were set forward in the IEEE 
802.3 standard or amended to that standard at a later date. Because of this, we include 
 information about which IEEE 802.3 standard is used to specify each XBase-Y standard.

10BASE-5
10Base-5 was the first version of Ethernet that was widely used. Because it used thick coaxial 
cables to carry data, it was called Thick Ethernet. Both the original Ethernet II standard put 
forward in 1982 and the original IEEE 802.3 standard put forward in 1983 defined this 
type of Ethernet. The only difference between the two is how they defined certain fields in 
the header portion of the frame. 10Base-5 was a baseband technology that used thick coaxial 
cables for transmission. It had a 10 mbps throughput and a range of up to 500 meters.

CERTIFICATION READY
Explain the naming 
convention used to 
differentiate types of 
LAN technologies that 
communicate data over 
a network?
3.7

CERTIFICATION READY
What are the different 
types of Ethernet 
technologies used to 
transfer data across 
various LANs? What 
are some older types 
of technologies used 
to transfer data across 
a LAN? What are 
the current types of 
technologies used to 
transfer data across a 
LAN? What are some 
technologies that may 
be used in the future to 
transfer data across a 
LAN?
3.7

TAKE NOTE*

10Base-5 and 10Base-2 Ethernet standards as well as some of the other Ethernet standards 
discussed here are rather old and are no longer likely to be found in real-world installations. 
Because the older Ethernet cabling standards can theoretically still show up on CompTIA 
Network1 exam, they are discussed here.

10BASE-2
10Base-2 was developed a couple of years later and was defined as the IEEE 802.3a standard. 
The main difference between 10Base-5 and 10Base-2 was that 10Base-2 used a thinner coaxial 
cable and only had a range of up to 185 meters. 10Base-2 came to be known as Thin Ethernet 
as opposed to 10Base-5, which was known as Thick Ethernet.
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10BASE-T
The first twisted-pair version of the XBase-Y standard we will discuss is the 10Base-T standard. 
While this was not the first XBase-Y standard developed, it was the first developed for twisted 
pair. In 1990, IEEE 802.3i formalized the 10Base-T standard, which used CAT 3 UTP and 
could carry 10 mbps of throughput for a distance of 100 meters. 10Base-T was a baseband 
technology. This standard became known as Twisted Pair Ethernet.

100BASE-T
After Ethernet was introduced, 10 mbps remained the fastest Ethernet available until IEEE 
802.3u was introduced in 1995. This standard permitted Ethernet to start functioning at 
speeds of 100 mbps and became known as Fast Ethernet as opposed to standard Ethernet of 
10 mbps. Both copper and fiber versions of Fast Ethernet were introduced at the same time. 
100Base-T4 and 100Base-TX were the copper standards introduced for Fast Ethernet at this 
time. A couple years later in 1998 IEEE 802.3y was introduced as 100Base-T2 for lower 
quality twisted-pair cables. Collectively, all these 100 megabit copper Ethernet technologies 
are referred to as 100Base-T or sometimes 100BaseT. 

Any Ethernet standard that runs at 100 megabits per second is also called Fast Ethernet. The 
Fast Ethernet designation refers to both copper and fiber based versions of Ethernet that runs 
at 100 megabits per second.

100BASE-TX
Of the three copper standards, 100Base-TX became the most widely implemented because it 
actually allows 100 mbps in both directions simultaneously by using one pair for sending data 
and a different pair for receiving data. The patch cables created back in Lesson 3 were based 
on the 100Base-TX standard. 100Base-TX is a baseband technology and has a throughput of 
100 mbps over a distance of 100 meters on UTP copper wire. 100Base-TX uses a minimum 
of Cat 5 UTP cable to do this.

100BASE-FX
100Base-FX is the version of Fast Ethernet that is intended to be used over fiber-optic cable. 
100Base-FX was introduced at the same time as 100Base-TX and was part of the same IEEE 
802.3y standard. 100Base-FX can be used in either half-duplex mode or in full-duplex mode. 
If 100Base-FX is used in half-duplex mode, then only one wire is needed, but collisions will 
occur. If 100Base-FX is used in full-duplex mode then two fiber wires are needed—one for 
transmitting and the other for receiving.

100Base-FX can also be used with both multimode fiber and single-mode fiber. 100Base-
FX delivers a throughput of 100 mbps in all usage modes. With multimode fiber at half-
duplex, 100Base-FX has a range of 400 meters. If you shift from half-duplex to full-duplex, 
100Base-FX’s range increases to 2,000 meters or 2 kilometers. When 100Base-FX is used with 
single-mode fiber instead of multimode fiber, it needs to be used at full-duplex, but its range 
increases to 10,000 meters, or 10 kilometers.

1000BASE-X
In 1998, 1000Base-X was released under the IEEE 802.3z standard. This was the first 1,000 
megabit or 1gigabit Ethernet standard to be released and is also known as Gigabit Ethernet. 
1000Base-X was intended for use with fiber-optic cables and as such came with several varia-
tions. The main variations defined in the IEEE 802.3z standard were 1000Base-SX and 
1000Base-LX. All variations of the 1000Base-X standard had a throughput of 1,000 mbps 
or 1 gigabit; however, the ranges and type of fiber-optic cable used varied. 1000Base-SX was 
designed to be used over shorter distances using multimode fiber and had a range of 200 
meters. 1000Base-LX was designed for longer length runs and could be used with either mul-
timode or single-mode fiber. When 1000Base-LX was used with multimode fiber, it could 
achieve a range of up to 550 meters. When 1000Base-LX was used with single-mode fiber its 
range was extended out to as much as 5 kilometers.
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1000BASE-T
1000Base-T is the copper version of Gigabit Ethernet and was standardized one year later in 
1999. Copper-based Gigabit Ethernet used the IEEE 802.3ab standard. 802.3ab was designed to 
use Cat 5, 5e, or 6. This allowed businesses to use Gigabit Ethernet on their current installations. 
While 1000Base-T can reach 100 meters on Cat 5 cable, it is recommended that you use at least 
CAT 5e for twisted-pair Gigabit Ethernet implementations.

10 GIGABIT ETHERNET
There are a couple of differences between 10 Gigabit Ethernet and earlier versions of 
Ethernet. One of the biggest is that 10 Gigabit Ethernet only supports full-duplex commu-
nications. The other really big difference between 10 Gigabit Ethernet and earlier Ethernets 
is that it does not support CSMA/CD. This requires you to purchase specialized NICs and 
other networking equipment in order to run 10 Gigabit Ethernet. Generally speaking it 
cannot use existing infrastructure and therefore needs to have purpose-based infrastructure 
installed before it can be used effectively.

10 Gigabit Ethernet was first proposed under the IEEE 802.3ae standard in 2002. This stan-
dard put forward a number of fiber-optics-based 10 Gigabit Ethernet solutions. The Ethernet 
standards proposed under 802.3ae were 10GBase-SR, 10GBase-LR, 10GBase-ER, 10GBase-SW, 
10GBase-LW, and 10GBase-EW. The 10G in front of the Base portion of the naming con-
vention indicates 10 gigabits. What this means is that each of these standards are able to carry 
a throughput of 10 gbps (gigabits per second). Here are some details about each of the types 
of 10 Gigabit Ethernet:

• 10GBase-SR: Intended for use with multimode fiber. 10GBase-SR can be used over a 
cable that is up to 300 meters long. The SR portion of the name stands for short range.

• 10GBase-LR: Intended for single-mode fiber. 10GBase-LR can carry 10 gbps of data for 
10 kilometers. The LR stands for long range.

• 10GBase-ER: Intended for single-mode fiber. 10GBase-ER can carry 10gbps for up to 
40 kilometers. The ER stands for extended range

• 10GBase-SW: Uses the same specifications as 10GBase-SR, except that the SW 
stands for short wave. The main difference between 10GBase-SR and 10GBase-
SW is that 10GBase-SW is designed to connect to Synchronous Optical Network 
(SONET) equipment and is usually a WAN technology. SONET is a standardized 
multiplexing protocol that is used to transmit multiple different data streams over a 
fiber-optic cable.

• 10GBase-LW: Uses the same specifications as 10Base-LR. However, the difference 
between LR and LW is that 10GBase-LW is intended to connect to SONET equipment 
just like the 10GBase-SW standard.

• 10GBase-EW: Shares the same specification ions with 10GBase-ER. The difference is 
that EW is intended to connect to SONET equipment where the ER standard is not.

One side note about the 10GBase-E technologies is that they actually have the potential to 
become an alternative to different WAN technologies. The advantage to using some form of 
Ethernet for both LAN and WAN technologies is that conversion is not needed between the 
LAN and the WAN. This results in a reduction in the amount of equipment used to connect 
LAN and WAN technology networks. We will have to wait and see if the industry agrees with 
this assessment.

• 10GBase-T: Can use either shielded or unshielded twisted-pair wiring. This particular 
standard was formalized in the IEEE 802.3an standard in 2006.

In order for 10GBase-T to be used in a LAN environment, specialized NICs as well as 
switches need to be purchased. Unlike 1000Base-T, 10GBase-T cannot use an existing LAN 
infrastructure. This means that not only do the NICs and other networking equipment need 
to be replaced in order to run 10GBase-T in a network, the entire cabling infrastructure 
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also has to be replaced. This has resulted in a slow adoption of this technology. In order for 
10GBase-T to be used effectively with a range of up to 100 meters in a LAN environment, 
CAT 6A wiring needs to be in place. Standard CAT 6 can work in some situations, but it is 
not able to achieve the full 100-meter range that CAT 6A can achieve.

40/100 GIGABIT ETHERNET
40 Gigabit and 100 Gigabit Ethernet are the latest Ethernet standards available. Both are 
defined under the IEEE 802.3ba standard that was released in June 2010. 40/100 Gigabit 
Ethernet is full-duplex just like 10 Gigabit Ethernet and is intended to be used with multi-
mode fiber, single-mode fiber, and copper cabling. 100 Gigabit Ethernet is also intended to 
have a range of up to 40 km using single-mode fiber. 40/100 Gigabit Ethernet also does not 
support CSMA/CD just like the previously discussed 10 Gigabit Ethernet. Finally 40/100 
Gigabit Ethernet is intended as a bridge technology between current Ethernet standards and 
an eventual Terabit Ethernet standard that has not been developed yet.

It is good to note that 
while 10GBase-T cannot 
use the wiring infra-
structure of older ver-
sions of Ethernet, older 
versions of Ethernet can 
use 10GBase-T’s wiring 
infrastructure.

TAKE NOTE*

■ Other LAN Concepts

THE BOTTOM LINE 

In this portion of Lesson 7, the basic LAN concepts of broadcasting, collision, bonding, 
speed, and distance are discussed. This section of Lesson 7 also explains how distance 
needs to be taken into account when designing a new network. Additionally, a few 
concepts related to networking and particularly to LANs are discussed.

Broadcast

In its simplest terms, a broadcast is where a computer sends data across a network by send-
ing the data frame containing the data to all computers directly connected to it on a local 
network. In broadcast networking, broadcasts, as described here, are used to send data across 
a local network. Ethernet is a broadcast-based network technology.

In the case of Ethernet, when a computer on a local network wishes to send data to 
another computer on the local network, it creates a data frame. This data frame contains 
the data that a computer needs to send across the network as well as its own physical 
address and the physical address of the computer for which the data frame is intended. 
The sending computer then releases the prepared data frame to all the computers on the 
local network. The computers on the local network listen to every data frame that comes 
by and read their physical destination addresses. If the physical destination is the same as 
that of the computer looking at it, the computer retrieves the data frame and processes it. 
If the destination physical address does not match that of the computer looking at it, the 
data frame is ignored and not opened.

COLLISION
A collision is where two different data frames from two different computers interfere with each 
other because they were released onto the network at the same time. The previously discussed 
broadcast-based networking technologies create the circumstances that allow collisions to take 
place. Because a data frame is sent to all the computers on a local network segment, if any two 
computers on that segment send data at the same time, a collision is inevitable.

Collisions are inevitable because every data frame sent out by one computer is going to every 
other computer on the network. Sooner or later the two data frames that were released at the 
same time will collide. CSMA/CD and CSMA/CA were developed so that a network would be 
able to do two things: (1) limit the number of collisions that take place on a network and (2) so 
the network and the computers on it would know how to recover when a collision did take place.

CERTIFICATION READY
What are broadcasts? 
How are they used in 
networking? How does 
this relate to Ethernet?
3.7

CERTIFICATION READY
What is a collision? 
When do collisions 
occur?
3.7
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Switches were developed to eliminate collisions almost completely by basically prescreening 
each frame that is released on the network. By prescreening each frame, a switch can set up a 
dedicated circuit between the source computer and the destination computer. A switch is able 
to do this because its primary job is to manage all its ports. When a frame is released from 
a computer onto the network, the first device that sees the data frame is a switch, which is 
designed to be able to read the MAC or physical destination address of a data frame. Once 
the switch knows what the destination physical address of a specific frame is, it links the port 
with the physical address of the source computer directly to the port with the physical address 
of the destination computer. This results in a direct connection between the two computers 
that no other computer connected to the switch is able to take over. With a dedicated link 
between two different computers set up, the possibility of a collision with a data frame from 
another computer is eliminated. The only way a collision could take place is if both of the 
directly connected computers sent a data frame to each other simultaneously. The possibility 
just mentioned is mitigated if a full-duplex connection is used with separate wires being dedi-
cated to send and receive respectively. UTP in full-duplex mode uses different pairs of wires 
for send and receive. As a result, in modern networks where switches are used instead of hubs, 
collisions are very rare.

Collision domain
Collision domains, as the name implies, are related to collisions. In a network, a collision 
domain is all the computers physically connected to each other via a shared medium that 
could potentially have data frames collide. Another way of saying this is a collision domain 
is a group of computers on a network that are connected directly together without any inter-
vening network equipment such as bridges that would act to separate them from each other, 
thereby blocking a collision between data frames of two of the connected computers.

Figure 7-5 illustrates two different types of collision domain. The first collision domain is 
formed because all the computers connected to the network share the same main cable. The 
second collision domain is formed because all the computers are connected to a single hub. 
One hub works much like a bus topology, so all computers connected together via one or 
more hubs form a single collision domain. If a switch was used in place of the hub, no colli-
sion domains would be formed because the switch acts to mitigate collisions. Without colli-
sions, a collision domain is not created.

Figure 7-5

Two different types of collision 
domains
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Bonding

Bonding seems like an odd networking term, but it is a valid technique used in networking to 
increase network throughput. In simple terms, bonding is using two or more NICs, channels, 
or connections to push data through instead of just one. This works somewhat like disk strip-
ing in a RAID setup. While a RAID is more a topic of discussion in a Windows Server or an 
A+ class, we discuss it briefly here as a means to understand how bonding works.

RAID stands for Redundant Array of Independent Disks or Redundant Array of Inexpensive 
Disks depending on who you ask. A RAID takes multiple disks and spreads data storage 
across all the disks as a way to have redundant storage, a faster way to read and write data, or 
both. The second reason is the one we are concerned about here. In order to store data faster, 
such as in a database environment, that data is divided into equal parts depending on how 
many disks there are available in the RAID. If there are three disks, then the data is divided 
up into three equal parts; if there are five disks, then five equal parts; and so on. Once the 
data is divided into equal parts, it is then sent simultaneously to each of the disk drives that 
make up the RAID. Dividing the data as described results in being able to write data to the 
disks three times, five times, or however many times you have disks. This is faster than if you 
were only storing the data onto one disk.

This is all interesting, but what does it have to do with bonding? In bonding, just like in a 
RAID as described here, the data is broken into equal parts depending on how many NICs, 
connections, channels, and so on. However, instead of saving the data onto a group of hard 
disks, the data is sent out onto a network using different NICs, connections, or channels. 
More data is able to be sent out at the same time based on the number and throughput of the 
channels, NICs, or connections being bonded.

In fact, one term describing this process, even comes from the idea of a RAID. However, 
instead of calling it a RAID, it is called a RAIN. RAIN stands for Redundant Array of 
Independent Nodes. Additional terms used to describe this process are Ethernet bonding, 
channel bonding, link aggregation, network bonding, NIC teaming, and several others. 
Depending on what is being bonded, the name tends to change. If channels are being bond-
ed, then the term channel bonding is used. If Ethernet connections are being bonded then it 
is called Ethernet bonding. If links are being bonded it is called link aggregation.

Bonding is used in many different network configurations for several different purposes. One 
purpose is to increase throughput as described before. Another purpose is to provide redundan-
cy for a network connection. When bonding is done for the purpose of network redundancy, it 
is often referred to as Network Fault Tolerance (NFT). To get very high speeds in an 802.11n 
network channel, multiple wireless radio frequencies are bonded together to increase the pos-
sible throughput of the 802.11n network configuration. There is even a variation on trunking 
called multilink trunking (MLT), which allows you to bind two or more ports together on 
certain switches to allow for fault tolerance or greater throughput between switches or a switch 
and a router. This form of bonding is sometimes referred to as port bonding.

Network Speed

Network speed is variously referred to as a network’s speed, bandwidth, or throughput. Network 
speed is actually the measure of how much data is able to move through the network in a given 
amount of time. This is referred to as kilobits per second (kbps), which means thousands of 
bits per second; megabits per second (mbps), which means millions of bits per second; and 
sometimes gigabits per second (gbps), which means billions of bits per second. A bit is a single 
1 or 0 of network data, so these terms mean that many 1s or 0s are being or can be sent 
across a network connection at that time. A term you may see in the future is terabits per 
second (tbps). Terabits per second means a trillion of bits per second. Being able to achieve 
network speeds measured in terabits per second is an active goal of the networking industry.

CERTIFICATION READY
What is bonding in a 
network sense? Why is 
bonding used?
3.7

The process just 
described in the main 
text is referred to as 
RAID 0. A RAID 0 does 
not have any redundancy 
capability. This means 
that if even one of the 
disks that are part of the 
RAID 0 goes bad, then 
all the data on all the 
disks is lost. To compen-
sate for this, RAID 0 is 
used in conjunction with 
other RAID methods 
that do provide redun-
dancy. Alternatively 
something called RAID 
5 is used, which is simi-
lar to RAID 0 except it 
provides redundancy at 
the cost of not being as 
fast as RAID 0.

TAKE NOTE*
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There are two different aspects to speed. One is the network’s actual speed or a specific 
connection’s actual speed at any given time. This can be measured by going to sites such as 
www.speedtest.net and other similar sites. The other aspect of speed is the potential speed of 
a network or network connection at any given time.

When buying network services and technologies, what you are purchasing is the potential speed 
of the technology, not its actual speed. When we say that something is 1 Gigabit Ethernet, we 
are not saying that you will always get a speed of 1 gbps; we are saying you can potentially get a 
speed of 1 gbps from your network. In the same way, when you purchase an Internet service for 
your home or business, you are purchasing the service based on the potential speed of the ser-
vice, not its actual speed. A good service will usually give you more speed than what you actu-
ally purchased, whereas a poor service may give you less actual speed than you purchased.

The actual network speed you get depends on a number of factors. One factor is how many people 
are currently using the network. If large numbers of people are currently connected to the network 
you are on, whether that network is an ISP’s network or your work’s network, then your network 
speed will be down. If only a few people are connected to the network you are on at a given time, 
then that network’s speed will be up. Aside from how many people are using a network, how far 
you are from the nearest switch or router may also affect your speed. Also how close or far you are 
from the central office of your ISP can affect your network speed. If you are closer to your ISP’s 
central office, you will most likely get better network speed than someone who is further away.

Distance

In networking, the most basic definition of distance is how far data has to travel to get from 
one point on a network to another. This however is only a basic and general definition of 
distance in reference to networking. Depending on the context in which the term distance is 
used, it can actually refer to several different things. First, it can refer to how far data has to 
travel to get from one point to another as already mentioned.

When talking about media, distance refers to how far a data signal can travel before it needs to be 
rebuilt. In this situation, when we say CAT 5 cable can carry a 100 mbps signal for a distance of 
100 meters, what we mean is that CAT 5 cable can carry 100 mbps of data 100 meters before the 
data needs to be regenerated by some device such as a switch. Different types of media have dif-
ferent distances they can carry data before the data signal deteriorates to the point that it cannot 
be understood. When you are building a network and choosing the media you wish to use for it, 
how far the media can carry data reliably is an important consideration to take into account.

Also, the actual distance a type of media can carry data and the subjective distance data can be 
carried are two different things. To explain this we will go back to the example of CAT 5 cabling 
used earlier. CAT 5 cabling can indeed carry 100 mbps of data 100 meters reliably. However, 
this does not mean that we can run a cable from a switch to a computer that is 100 meters away 
and expect the CAT 5 cable to carry the data. This is mainly because there is almost never a 
straight run from one destination in a building to another. The cable has to be run along spe-
cific paths that are actually longer than the direct straight distance between two network devices. 
This subjective distance needs to be taken into account when determining how far away you can 
put a network device without having to use another network device to regenerate the signal.

Because the subjective distance between a switch and the end computer can be so different 
from the actual distance, it is recommended to assume all computers and other end devices 
can be no more than 50 meters from the switch or similar device it is connected to. By 
 limiting the distance between a switch and its end devices to 50 meters, the different twists 
and turns the cable has to make to get to the appropriate end device is taken into account. 
Figure 7-6 shows how this is taken into account.

Figure 7-6 shows a fictitious building’s floor plan. Based on the scale in the lower left hand 
side of the diagram, the building is roughly 90 meters long and 50 meters wide. In order to 

CERTIFICATION READY
What is speed in a 
networking sense? How 
is speed measured?
3.7

CERTIFICATION READY
What is distance in 
networking? Why is it 
important?
3.7
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determine the placement of the IDF in the building, a circle with a radius of 50 meters based 
on the provided scale was drawn. The reason a circle of 50 meters instead of 100 meters is 
used is because 50 meters is half of the total range of a 100Base-TX or 1000Base-T network 
cable. The full 100 meters is not used because by the time you have run a cable with all the 
twists, turns, and changes of directions needed to get it to its destination, the cable will be 
considerably longer than a straight line of 100 meters to the destination. Using half the maxi-
mum length is a way to safely ensure that you do not end up running a cable so long that it is 
not able to carry a signal all the way to the intended destination.

The center of the 50-meter circle is placed on the MDF. The location of the MDF is gen-
erally where the outside communications lines come into a building, so there is not much 
choice about its placement. As you can see from Figure 7-6, the 50-meter radius of the circle 
did not cover the entire building. Because of this, an IDF has to be provided to achieve full 
coverage for the building. Once an appropriate location for an IDF has been found on the 
building’s floor plan, a new 50-meter radius circle is drawn and centered on the proposed 
location of the IDF. As you can see in the figure, the second 50-meter radius circle provided 
coverage for the remainder of the building. Using this diagram, computers are connected 
to either the IDF or the MDF, based on where they are located in relation to the coverage 
shown by the 50-meter radius circles. One upside of the placement of the IDF in this pro-
posed network site is that it is just within the CAT 5 range of the MDF. As a result, fiber 
does not have to be used to connect the MDF to the IDF, although that can be done if the 
network designer wishes it.

Figure 7-6

The distance a cable is able to 
carry data can affect placement 
of IDFs and the MDF

Scale: 20 Meters

MDF

IDF
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Now let’s look at some wireless technologies that are used to set up wireless LANs. Specifically, 
let’s look at issues related to actually installing and configuring a wireless LAN. For the purpos-
es of this section of Lesson 7, we will be using a Linksys WRT54GS2 Wireless-G router and 
the Windows 7 operating system. A different WAP or different operating system may result in 
slightly different results.

Install Client

Installing the client involves installing the wireless NIC in your computer. With most modern 
laptop and smaller computers, a wireless NIC is already built in and so no installation is needed. 
In the rare situation where you have a portable computer that does not contain an already built-
in wireless NIC, you have two choices about the NIC technology you wish to use.

One option is that you can install a wireless NIC using your laptop’s PCMCIA slot, also 
known as PC card slot. In some very old portable computers, this is the only option available. 
When installing a PCMCIA wireless NIC, the first step is to read the manual to make sure 
you understand all the steps involved. Generally speaking, you need to install the drivers for 
your PCMCIA card first. After that, generally you are required to restart the computer. Once 
restart is complete, you can insert the PCMCIA card into the appropriate slot. This causes the 
computer to activate the card and start searching for available wireless networks.

The second option for allowing a portable computer to connect to a network without a built 
in wireless NIC is to use a USB port–based wireless NIC. This is actually the most common 
solution used today. Like with the PCMCIA card, the first thing you need to do is read the 
manual in order to ensure that you understand all the steps involved in installing your wireless 
NIC. Once you have done this, again, it is likely that you need to first install the drivers for 
your USB port–based wireless NIC. After installing the drivers, you may or may not have to 
restart your portable computer. Most likely you will need to do a restart. Once the restart has 
completed, all you have to do is plug the wireless USB port–based NIC into an appropriate 
USB slot. The portable computer will then activate the USB wireless NIC and begin searching 
for available wireless networks. Occasionally, additional steps may be needed to set up a USB-
based wireless NIC. If additional steps are necessary, you will need to follow them as laid out 
in the manual you were supposed to have read prior to installing the wireless USB NIC.

With a desktop computer, the USB option is one way to make your computer access a wire-
less network. However, with desktop computers, you have one other possibility that you do 
not have with portable computers. That possibility is to install a wireless NIC in the appro-
priate expansion slot. In most modern desktop computers, the appropriate expansion slot to 
use is a PCI expansion slot. As always, the first step is to read the manual that came with the 
PCI or other wireless NIC. Depending on the wireless NIC being used, it may or may not be 
necessary to install your wireless NIC drivers first. You will know which is necessary for your 
particular installation because you would have already read the manual.

After you have determined whether you need to install the drivers first and have done so if it 
is required, you need to do the following to install your PCI wireless NIC. First, open your 
computer and locate an empty PCI slot. Remove the external cover for that slot location. 

■ Wireless LAN Technologies

THE BOTTOM LINE 

Wireless LAN technologies are discussed in this section of Lesson 7. Specifically we 
examine installing wireless NICs and access points. While discussing wireless access points 
(WAPs), we talk about configuration and some of the options available when configuring 
them. We will also discuss Service Set Identifiers (SSIDs), channels, and beacons. We also 
spend some time discussing the proper placement of access points and things to consider 
when making placement decisions.
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Connect the PCI card correctly into the PCI slot. After this, you can secure the PCI card into 
its slot by using a securing screw and then close the cover. Alternatively, you can choose to 
leave the card unsecured and the case open while testing the card before you secure the card 
and close the case. Either way, you need to restart your computer after placing the PCI card 
in the appropriate slot. Your computer will boot up and hopefully find the wireless NIC. It 
will either ask for the drivers or begin running a set up program of some sort. It is best to use 
the wireless setup and installation wizard that comes with Windows when using that oper-
ating system because third-party setup and installation software sometimes does not work 
 correctly under Windows. This is especially true in the case of Windows XP.

Access Point Placement

Wireless access point (WAP) placement is an important issue when setting up a wireless net-
work because you want to get the greatest possible coverage at the greatest possible speed for 
your site or home using your WAP. One thing to keep in mind with WAPs, the further your 
computer is from the access point, the slower the data throughput for your computer will 
be. With this fact in mind, when using a single access point, you should locate it as centrally 
as possible in relationship to where your computers are located. This gives the best possible 
throughput for all the computers connected to the wireless network via the WAP. If you place 
the access point in such a way that it is closer to one group of computers than to another 
group of computers, then some users will have very high throughput speeds while others will 
have very slow throughput and possibly even intermittent data loss.

Figure 7-7 shows the result of a poorly placed WAP. The Wireless Access Point (WAP) is the 
cone-shaped device on the right end of the building labeled WAP. In Figure 7-7 the circle 
centered on the WAP shows the effective range of this particular WAP. As you can see, those 
computers closest to the door are barely within range of the WAP and some may in fact only 
receive data from the WAP intermittently. Also, each row out from the WAP center will likely 
have lower throughput than those closer to the WAP. One other thing to keep in mind when 
using wireless networks—there is a very good chance that a WAP may extend to outside of 
the building it is located in, unless precautions are taken to make sure this does not happen.

CERTIFICATION READY
How do you determine 
the best place to install 
a wireless access point 
(WAP)?
2.2

Scale: 20 Feet

WAP

Figure 7-7

A poorly-placed WAP
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Figure 7-8 shows a much better way to place the WAP in the same situation as shown in Figure 
7-7. Instead of placing the WAP on one end of the building, it is located on a table in the center 
of the room, thus allowing the maximum available access to all computers in the room. This 
arrangement also ensures that all computers in the room are well within the WAP’s range.

When using multiple access points, placement becomes even more important. This is because 
there are only so many channels for which a WAP can be programmed, and two WAPs with 
different networks on the same channel cannot have their ranges overlap. In the case of 
802.11n this is less of a problem because a relatively large number of nonoverlapping chan-
nels are available. As the network administrator, you just need to make sure that no WAPs 
that are on different networks are next to each other using the same channel. With 802.11g 
things are a bit more problematic. In the 802.11g, realistically there are only three nonover-
lapping channels, so you must place WAPs in a way that does not allow any duplicate chan-
nels to overlap. This is illustrated in Figure 7-9.

In Figure 7-9 we are going back to the floor plan that was used earlier. However, this time we 
are concerned with placing WAPs for a large wireless network. WAPs are placed in the MDF 
and IDF because they are where network equipment would be located anyway; however, just 
placing WAPs in these locations does not give full coverage of the site. Like in previous exam-
ples, we are using circles with their centers placed on different WAPs. Because this is a 802.11g 
network, we are making the radii of the circles 30 meters instead of 50, because that is approxi-
mately the range that 802.11g has when used indoors. With our first two WAPs placed, we 
can see that we need three more WAPs to effectively cover the entire site. Based on the circles, 
 placing WAPs in the NE, SE, and SW corners of the building will accomplish full coverage.

Now we need to set their channels so that WAPs whose ranges overlap will not interfere with each 
other. To do this, we need to set the WAPs in the NE and SW corners of the building to Channel 
A. Additionally, we need to set the WAPs the IDF and the SE corner of the building to Channel 
B. Finally, we need to set the WAP in the MDF to Channel C. Now we can see from our diagram 
that no overlapping WAPs have the same channel, so they will not interfere with each other.

Scale: 20 Feet

WAP

Figure 7-8

A well-placed WAP
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Install Access Point

Once the WAPs have been placed, they need to be installed. The best way to do this is make 
sure they are linked to the main server of their network via a switch and a wired network con-
nection. While it is possible to do this wirelessly, you will have greater bandwidth if direct-wired 
connections are used. Once all WAPs have been connected directly to a computer, you need 
to run the WAP setup software on that computer. This will enable the computer to find the 
 different WAPs and allow you to configure them.

If you are only using one WAP in a home network environment, it is probably best to simply 
allow the setup software to set up the WAP however it sees fit. If you wish to have a secure 
network, there are several things you will want to make sure of during the setup process.

One thing you will want to do is make sure that the Service Set Identifier (SSID) is changed 
from its default. The SSID acts as the network name for a particular WAP. If you are using 
multiple WAPs in the same network, then they all need to have the same SSID. In Linksys 
WAPs, the SSID can be up to 32 characters. A safety precaution you may want to take when 
setting up a WAP is to have it configured so that it does not broadcast its SSID. If an SSID is 
broadcasted, then a hacker can intercept it and use it for nefarious purposes.

Another thing you will want to do to ensure that your wireless network is as secure as it can 
be is to change the default password on it. For Linksys WAPs, the default password is admin.

MAC ADDRESS FILTERING
Enabling MAC address filtering may be another thing you will want to do if you want 
to make your wireless network as secure as possible. MAC filtering means that only pre-
programmed MAC addresses will be allowed access to a specific WAP. This is a very useful 
security measure because it means that only those computers and other devices whose MAC 
addresses have been entered into the MAC address filtering configuration will be able to use 
the WAP. There is however one drawback to enabling this. You will have to find out what 
the MAC addresses of all the devices you want on your network are and then manually 

CERTIFICATION READY
When installing a 
wireless access point, 
what configuration issues 
have to be considered? 
What are some 
configuration options 
that you will have to 
decide about while doing 
the configuration of the 
WAP?
2.2

Figure 7-9

Well placed WAPs in a large 
network so as to ensure that 
no WAP Channels overlap

Scale: 20 Meters

MDF

IDF

Channel A Channel B

Channel C

Channel B Channel A
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Once you have the command line interface open, you need to enter the command ipconfig 
at the prompt inside the black box, which is the command line interface. Figure 7-11 shows 
what the result of entering ipconfig should look like. I have expanded the command line 
interface window slightly to show the entire result at one time.

Looking at the command line interface window in Figure 7-11, you will see IPv4 followed 
by an IP address, Subnet Mask followed by a subnet mask IP address, and Default Gateway 
followed by a third IP address. It is the Default Gateway that you are interested in. In this 
figure, the Default Gateway is 192.168.0.1. You need to write down your own Default 
Gateway.

Now that you have your Default Gateway address, you need to open a web browser. I will be 
using Firefox to do this, but you can use your preferred web browser.

Once you have opened your web browser, you need to type the entire Default Gateway in 
your URL line with no additional information. Figure 7-12 shows an image similar to what 
you will see on your system.

Figure 7-10

Windows 7 command line 
interface

enter them into the configuration screen. If you make a mistake while entering a particular 
device’s MAC address, then until the mistake is found and corrected, the device in question 
will not have access to the wireless network. Some of the devices you may want on your 
home network may include gaming terminals such as a Wii or PS2. These devices also have 
to have their MAC addresses manually entered into the MAC address filtering screen. Any 
devices not entered into the MAC filtering configuration will not have access to the net-
work. Any time a new device that needs access to your wireless network is brought in; it will 
also need to be manually added to the MAC filtering configuration before it can be used on 
the wireless network.

To get into the MAC address filtering screen on your WAP after its initial installation, you 
will need to do several things. First, access your WAP directly by using your web browser and 
entering the Default Gateway IP Address into it.

To get your Default Gateway IP Address in Windows, go into your command line interface. 
To do this go down to your Start button and type cmd in the Search programs and files box 
just above the Start symbol and press Enter on the keyboard. Figure 7-10 shows what your 
screen should look like once you have completed these instructions.

CERTIFICATION READY
What is MAC Filtering? 
What role does it play in 
Wireless Networking?
5.1
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Figure 7-11

Windows 7 command line 
interface after ipconfig 
 command has been entered

Figure 7-12

Windows 7 after the Default 
Gateway has been entered into 
a web browser

If you have already created a username and password for you WAP, then go ahead and enter 
that. Otherwise, just enter admin without the quotes in the Password field and leave the 
Username field blank. After you do this, click OK. This will take you into the WAP’s con-
figuration screen (see Figure 7-13).

Once you have gotten this far, you can navigate around in the configuration screen very eas-
ily. To enter the MAC addresses that you want to be filtered, go to the Wireless menu option. 
Under that menu option, you will see a menu option that says Wireless MAC Filter. From 
there you will need to enable Wireless MAC Filter. Once that is enabled, a button will come 
up that says Edit MAC Filter List. Clicking on that button brings up a window where you can 
enter the MAC addresses you want to filter. We will be doing more with WAP configuration 
in the Lab portion of this Lesson.

CONFIGURE APPROPRIATE ENCRYPTION
Encryption is where a device such as a computer or a WAP takes the data that it is sending out 
and runs an algorithm on it so that it cannot be read without first having the key to read it. 
This capability increases the security of a network by making it more difficult for an outsider 
to read what is passing across a network. This is especially important for a wireless network 
because pretty much anybody with a laptop computer and a wireless NIC can eavesdrop on 
them. By first encrypting the data that is sent over the wireless network, it becomes harder for 
someone to listen in casually.

The encryption settings for a WAP are found in the same general place as MAC Filtering. 
It is located under the Wireless menu options and then under the Wireless Security sub-menu 
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CERTIFICATION READY
What is the difference 
between WPA and WPA2?
5.1

CERTIFICATION READY
What are some encryption 
protocols used in Wireless 
Networking? How do 
these encryption methods 
differ from each other? 
5.1

option. The available encryption schemes are WPA Enterprise and Personal, WPA2 Enterprise 
and Personal, RADIUS, and WEP. Of these options, WPA2 Enterprise is the strongest and 
WEP is the weakest. We will discuss WEP and the various versions of WPA in the next two 
sections of this lesson.

WEP
WEP stands for wired equivalent privacy. WEP was ratified in 1999 along with original IEEE 
802.11 standard. WEP included both encryption and authentication capabilities. WEP was 
originally intended to have security capabilities similar to that of a more traditional wired 
network, however was not able to fulfill that promise. WEP2 was intended to be a stop gap 
measure that addressed some of the weaknesses of WEP, but this too did not live up to the 
expectation and was dropped. 

WPA
WPA which stands for Wi-Fi Protected Access is a wireless protocol and certification program 
created by the Wi-Fi Alliance. The purpose of WPA is to help secure wireless computer net-
works as an intermediate security standard until the IEEE 802.11i wireless security standards 
could be ratified. WPA implements many of the security features that have been included in 
the 802.11i standard.

WPA2 came out in 2004 and is effectively the implementation of choice for the IEEE 
802.11i wireless security standard. WPA2 provides much stronger encryption and authentica-
tion capabilities over the older WEP standard. Starting in 2006, any devices that carried the 
Wi-Fi logo have to meet the WPA2 standard for wireless security.

Figure 7-13

Initial configuration screen for 
a Linksys WAP
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CHANNELS AND FREQUENCIES
When using a WAP, channels and frequencies are related. IEEE 802.11g for example uses 
the 2.4 GHz radio-frequency range for communications. This frequency range is broken up 
into 22 MHz pieces with a 5 MHz separation between each. This results in channels being 
created that are basically specific sub-ranges of frequency that have been set aside within the 
larger 2.4 GHz range. This gives 802.11g up to 14 channels it can work with. However, for 
these channels to all be used on the same network, there can be no overlap. Unfortunately, 
with 22 MHz channel ranges, and only 5 MHz between the start of one channel and the 
start of the next, there is a lot of overlap. While there may be 14 channels available for 
802.11g, only three of those channels can effectively be used without overlap occurring.

SERVICE SET IDENTIFIERS (SSIDS)
We have already discussed SSIDs, however, there are actually two types of SSIDs. One type 
is an Extended Service Set Identifier (ESSID) and the other is a Basic Service Set Identifier 
(BSSID). Both types are used to identify a wireless network. However, how that wireless net-
work is set up depends on whether it gets a BSSID or an ESSID.

BSSIDs are used to identify independent wireless networks, which is basically a stand-alone 
wireless network that does not need to be connected to another network in order for it to 
function. These independent wireless networks can either be ad hoc wireless networks or have 
a central access point controlling them.

An ad hoc wireless network is formed when a wireless network is composed of only indepen-
dent wireless computers where each device participates in forwarding wireless packets. An ad 
hoc wireless network has no central WAP to monitor and control it. In effect, an ad hoc wireless 
network is the wireless network version of a peer-to-peer network.

Alternatively, a wireless network can be something called an infrastructure wireless network 
where WAPs are used to control access to the wireless network and are often connected to a 
larger wired network. Security is better on infrastructure wireless networks than it is on ad 
hoc wireless networks.

ESSIDs are used when two or more independent wireless networks are tied together. The 
WAPs used to tie the independent wireless networks together are each given their own 
ESSID. This ESSID is then used to help control the flow of data frames between the various 
devices on the different networks.

An SSID is generally set when a wireless network is first configured. Some WAPs allow you 
to change the SSID manually at a later date and others do not. Generally speaking when 
an SSID is changed on a WAP, the whole network needs to be reset. That means the WAP 
needs to be shut down along with all the other network devices using it. The WAP is then 
brought back up and the various wireless network devices using the WAP can then reconnect. 
Sometimes it is necessary to change the settings on the devices connected to the WAP as well 
as the WAP itself when a wireless access point is reset.

ANTENNA TYPES
There are two broad categories or types into which antennas fall. These antenna types are 
directional and omni-directional. What you intend to do with the wireless link you are setting 
up determines which type of antenna you  need to use.

Omni-directional antenna
An omni-directional antenna broadcasts a signal in all directions. This type of antenna is 
often seen on handheld communications devices and in wireless access points. The advantage 
of this type of antenna is that you do not have to be facing the antenna or have your antenna 
pointing at it in order to receive a signal from it. The flexibility this gives you for communi-
cations is why it is often use in wireless networking. 
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Even though there are definite advantages to using an omni-directional antenna, there are also 
several disadvantages to using this type of antenna. One disadvantage is that an omni-direc-
tional antenna wastes a lot of power sending the signal in all directions. This wasted power 
directly results in the second notable disadvantage of omni-directional antenna. The second 
disadvantage is that omni-directional antennas have limited range. With the power being used 
to send the signal in a spherical pattern around the antenna, the power is not available to 
send that signal a long distance. The final disadvantage to an omni-directional antenna is that 
the signal being broadcast by the antenna is easy to intercept. The device being used to inter-
cept the signal can be anywhere in the range of spherical pattern of the signal being broadcast.

Directional antenna
Directional antennas address some of the problems of omni-directional antennas, but they 
also lose some of the flexibility that omni-directional antennas have. A directional antenna is 
designed to send a signal in only one general direction. This means that all the power being 
fed into the antenna can be used to focus the signal in only one direction instead of being 
wasted sending the signal in all directions.

The advantage of sending the signal in only one direction is that the extra power can be used 
to increase the range of the signal. Alternatively power requirements can be reduced if you only 
want a minimal range for your antenna. It also becomes harder to intercept a wireless signal 
because the device being used to intercept signal must be directly in the path of the signal. 
This increases the chances that the device attempting to intercept the signal will be noticed.

The biggest disadvantage of directional antennas is that they can only be used to send a signal 
in only one direction and so do not lend themselves well to being a central access point for a 
wireless network. 

INTERFERENCE
In wireless networking interference is any electromagnetic signal that interferes with passing 
data over a wireless network. This interference can have a number of sources. One common 
source is a device in the vicinity of the wireless network that sends out electromagnetic signals 
that overwhelm the devices on the wireless network so that they signals are not able to push 
through each other. Electric motors and microwave ovens have been known to create electro-
magnetic noise strong enough to do this. 

Another way that wireless signals can be interfered with is if there is something in the envi-
ronment that acts to redirect wireless signals. A good example of this type of interference is 
a building that uses steel studs in its walls rather than wooden ones. When this happens, the 
steel studs can act to re-direct the path of wireless signals so that they are not able to reach 
their destinations. A well known manifestation of this type of interference is trying to use a cell 
phone is a building with lots of steel studs in the walls. In a situation like that it can be very 
hard to send or receive cell phone calls unless you are next to a window that is not shielded 
against wireless radio signals.

SIGNAL STRENGTH
Signal strength has to do with how strong a wireless signal is when you are trying to send or 
receive information across a wireless network. One factor in signal strength is how close you 
are to a wireless access point. If you are close to the access point then you will have strong 
signal strength. The further away from the access point you position yourself, the weaker the 
signal strength will become. 

Another thing that can affect signal strength is interference. Interference of either type discussed 
above will reduce signal strength. It is possible to have such strong interference in a given environ-
ment that all signal strength is lost no matter how close to the access point you are. In fact, one of 
the ways military communications jammers work is to flood a specific area with so much electro-
magnetic interference that all signal strength is lost and wireless communications cannot be used.

CERTIFICATION READY
What are some issues 
related to configuring a 
wireless network? 
2.2
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CERTIFICATION READY
What are some issues 
you need to consider 
when planning to create 
a SOHO network? 
2.6

■ SOHO Network Technologies

THE BOTTOM LINE 

In this section of Lesson 7 we will discuss Small Office Home Office (SOHO) and some 
of the technologies related to it.

A SOHO is a special category of small LANs used for home offices or small business offices. 
This type of network has only a small number of devices in it and is usually well integrated 
with any other network devices in the home or office where it is setup.

List of Requirements

When setting up a SOHO network there are a couple of things to consider. One thing to 
consider is if you wish to use a wireless network or a wired network in your SOHO. The 
wired network has the advantage of being more secure. However the wireless option is gener-
ally more flexible and does not require running wires all over the home or office being setup. 
Many recently built homes and small office spaces already have data communications wiring 
in them and so in those situations a wired SOHO becomes for reasonable.

Once you have determined what type of media you want to use for your SOHO network, 
you need to determine if you want your SOHO network to be peer-to-peer based on client-
server based. A peer-to-peer network is easier to setup and does not require any specialized 
equipment, but is also inherently less secure. The client-server option is more secure but 
requires the additional equipment and cost. Client-server networks also require a different 
level of expertise to run. Also, if there are more than 10 devices attempting to use the SOHO 
network, a peer-to-peer network cannot really be used because of the 10 host restriction 
placed on non-server Windows operating systems.

Finally you need to decide where you want your SOHO network. If you are setting up a 
small office somewhere then this is less of a problem as you will probably want to network 
the entire small office. However, if you are setting up a home office, you need to determine if 
the SOHO network is going to be limited to your home office, or if you want to be able to 
access it from anywhere in the house. If you choose to go with the second options, you will 
need to check with either the company you are working for or a legal consultant as having a 

BEACON FRAMES
A wireless beacon frame is a frame that is periodically broadcasted by a WAPoint in order to 
announce the presence of the wireless network. The beacon frame contains several pieces of 
information. First it contains a MAC header identifying its MAC address. Next it contains a 
body with relevant information about the wireless network. The information contained in the 
body of the beacon frame contains a timestamp, the interval the beacon frame is broadcast 
on, and finally a basic summary of the capabilities of the broadcasting device or network. 
Some WAPs allow you to change the interval on which a beacon frame is sent; however, they 
do not allow you to change the actual contents of the frame. The Linksys router we have been 
working with has a default internal beacon of 100 milliseconds.

Verify Installation

Finally, once you have set up a wireless network, you need to verify that it is working properly. 
First, you should verify that you have changed the default SSID and password and know what 
the correct ones are. Then you should verify that all the devices on the network know what the 
SSID of the network is. Next, if you are using MAC filtering, verify that all the devices that need 
access to the network are actually entered into the MAC filter list and that they are entered cor-
rectly. Finally, test the wireless network to make sure that data is flowing across it. Once you have 
done all these things, you should have a wireless network that runs reliably for quite some time.

CERTIFICATION READY
What is a SOHO? How 
does it differ from a 
corporate style network?
2.6
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SOHO network for business may not allow you to use it all over the house. A personal use 
SOHO network is not affected by this consideration.

Cable Length

If you choose to use a wired solution for your SOHO network then the same cable length 
restrictions used in corporate networks apply to SOHO network. The main exception to this 
may be if you choose to use a network over power lines option from your power company. If 
you choose to go this route you will need to see what kinds of cable length restrictions apply 
to the technology your power company is using for their power line based networks.

Device Types and Requirements

The types networking devices used in a SOHO networks are the same types of devices used 
in corporate style networks. However, you will want to look into smaller versions of the stan-
dard network devices used in larger corporate style networks. Many companies actually pro-
vide a SOHO line of their networking devices for just this situation. 

The reason you will want to look into SOHO lines of devices from various companies is 
because they will generally be cheaper than the more conventional network equivalents. The 
reason SOHO versions will cost less than conventional versions of the devices is because they 
are designed with only a limited number of ports and such. Another advantage of SOHO 
specific versions of networking devices is that because of the more limited use they are intend-
ed for, they will also be easier to configure. Many SOHO specific devices actually have nice 
graphical interfaces and wizards for configuration or even have a default configuration built 
into them that will work in most SOHO network situations. The main drawback to SOHO 
specific network devices is that they will generally not have the full range of security features 
and/or capability you may find on similar devices intended for a large network.

Environment Limitations

The very nature of a SOHO network places some limitations on its environment. The biggest 
limitation is number of devices. Another limitation is the devices that are used in a SOHO 
network are often multiuse devices. 

The technology used to connect to a larger network such as the Internet is also a limitation 
placed on a SOHO network. Often times SOHO networks are limited to the same options 
that a home user has when connecting to the Internet. Someone creating a SOHO network 
will usually not have available to them the same WAN options that are large corporate net-
work has available. This is partly because of cost and partly because of location.

While WAN technologies will be discussed in the next Lesson, the example of a T-3 will 
work here to illustrate this point. T-3 lines are a WAN technology that many business 
networks use to connect to larger external networks. However, a typical T-3 line will cost 
hundreds if not thousands of dollars a month to lease and is only available to specific areas 
in a city based on where the businesses are. It is very unlikely that a person creating a home 
office based SOHO network will be able to get a T-3 line ran out to their home in a large 
residential area. Even if they could, it would end up costing a great deal of money for them 
to do so. Instead the person putting together the home office based SOHO network will 
have to settle for DSL or some other option available in the residential area they live in.

Equipment Limitations

While there are limits to the network environment that exist in a SOHO, there are also limita-
tions to the equipment that is used in a SOHO. As mentioned previously, many of the devices 
used in a SOHO are multifunction devices. One example of a multifunction device is a printer 
that is also a fax machine and a copier. While this works well in a SOHO environment where 

CERTIFICATION READY
In what ways are SOHO 
network specific network 
devices different from 
more conventional 
network devices? 
2.6
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only one or may be two people are using that device, in a large corporate network, this device 
would be too expensive to maintain. The reason this device would be too expensive to main-
tain in a corporate environment is because it is only designed to be used a limited amount. 
As a result of this the consumable items used by the device such as toner or ink is provided in 
smaller quantities. In a corporate environment it is actually more cost effective to use dedicated 
equipment that has large reservoirs of these consumables.

SOHO devices also tend to be slower and less heavy duty than dedicated equipment intended 
for a corporate environment. The reason for this is to make the devices more affordable and 
cost effective for the SOHO user. It is possible to get a multifunction device that is appropri-
ate for a corporate environment, but that device will either need to be leased at hundreds of 
dollars a month or bought right out at thousands or tens of thousands of dollars. Neither 
possibility is really practical for a SOHO owner as almost all SOHOs are small business run 
from home or similar situations. Because of the nature of a SOHO business, most times the 
owners of the SOHO can only afford to spend a few hundred dollars on any given piece of 
office equipment. The owners also often cannot afford to spend several hundred dollars every 
time they need to replace a consumable. Because of this the manufactures of SOHO devices 
keep the reservoirs of consumables small compared to the reservoirs of corporate type devices 
so as to keep down the total cost of maintaining the office device. 

Another reason manufactures of SOHO devices keep the reservoirs for the consumables small is to 
make sure that the consumable does not dry out,  harden, or otherwise go bad before the SOHO 
owner can use it. This is an important consideration because SOHO equipment is not as heavily 
used as corporate equipment. While a corporate office may go through the large toner cartridge of 
a corporate style printer in just a couple of weeks, a similar size toner cartridge in a SOHO printer 
may actually go bad before the owner of the SOHO can finish using it. This ends up forcing the 
SOHO owner to buy a new toner cartridge before he or she has completely used the original. The 
smaller cartridges used in SOHO style equipment prevents this type of thing from happening.

A good source for SOHO style equipment is stores similar in nature to Office Depot, Staples, 
and Office Maxx. Much of the equipment sold in these types of establishments is intended 
for the SOHO environment. These types of stores are also good places to purchase the con-
sumable items used by SOHO devices.

Compatibility Requirements

The last thing to consider when building a SOHO network is compatibility requirements. 
Most SOHO networks are not put together all at one time and then left alone. Instead, 
SOHO networks are usually built up a little at a time as it become apparent that additional 
technology is needed for the business to continue to function and grow. Because of this, the 
person using a SOHO network needs to be aware of what technologies are already being used 
in the SOHO network and only buy additional devices that are compatible with the existing 
technology in the SOHO network. 

Following is a couple of examples of compatibility based issues that may come up in a SOHO 
network. One example is the person who is using all Microsoft software and wants to upgrade 
their computer system. When it comes time to upgrade their computer system, they need to 
be sure that they buy another Microsoft based computer rather than buying a MAC com-
puter, even though they may like the MAC better. They need to do this in order to make sure 
that the software they are currently using will continue to be useful on the new systems.

Another example of a SOHO network compatibility issue could be wireless devices. If the 
person with the SOHO network has an old 802.11a network, they need to make sure that 
any new devices they purchase are compatible with the old 802.11a wireless network stan-
dard. Alternatively, they may decide that it is more cost effective to switch to 802.11n for 
their wireless network. They would do this knowing that the 801.11n standard is backwards 
compatible with the 802.11a standard. This will allow them to continue using all their old 
802.11a wireless devices while purchasing new ones compatible with the 802.11n standard.
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Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. ________________ is one of the oldest and most widely used LAN technologies in use today.

 2. The four types of Ethernet frames are ____________________, ______________, 
___________________, and _____________________.

 3. Ethernet _________________ and _______________ are the same Ethernet frame 
type but with different names.

 4. In Ethernet DIX the DIX stands for _______________________________.

 5. CSMA/CD stands for _______________________________.

 6. CSMA/CA stands for _______________________________.

 7. __________________ is primarily used in wireless networks today.

 8. The first widely used Ethernet cabling technology was_________________.

 9. A ____________________ takes place when two devices on an Ethernet network 
attempt to send data frames at the same time on the same wire.

 10. All the computers on an Ethernet network that could potentially have a data frame 
 collision are called the network’s ____________________________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. In 10Base-T the T stands for what?
a. Terminated
b. Twisted pair
c. Trunked
d. Bob

■ Knowledge Assessment

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• About the most commonly used LAN technology of Ethernet.
• What CSMA/CD is and how it works.
• What CSMA/CA is and how it differs from CSMA/CD.
• About various cable-based Ethernet technologies.
• How broadcast is used to transfer data around a network.
• What collisions are.
• About collision domains and how they are broken up.
• What bonding is and how it applies to networking.
• What network speed is.
• How distance applies in networking and how it can affect the design of a network.
• What wireless NICs are and how to install them in different situations.
• What access points are and how to configure them.
• About the proper placement of access points.
• What SSIDs are.
• Some of the configuration options that apply when setting up a wireless LAN.
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 2. In 100Base-TX the 100 indicates what?
a. The cable has a 100-meter range
b. You can have up to 100 connections on the same network
c. The cable has a throughput of 100 mbps
d. 100 people can access the network at the same time

 3. On an Ethernet-based network, computers communicate to other computers via 
___________________________.
a. Broadcasts
b. Collisions
c. Bonding
d. Collision domains

 4. IEEE 802.11g has a total of _____________ channels.
a. 3
b. 22
c. 5
d. 14

 5. The following are options you may find in a Wireless Access Point’s configuration screen. 
(Choose all that apply.)
a. Encryption
b. Beacon interval
c. Collision domain interval
d. MAC filtering

 6. The LAN concept that deals with combining multiple channels on a network to increase 
throughput is called ___________________.
a. Bonding
b. Speed
c. Bandwidth
d. Distance

 7. The name or number that identifies a wireless network to other wireless network devices 
is called a ________________.
a. SID
b. WNID
c. SSID
d. NID

 8. When deciding where to place a WAP, what needs to be taken into consideration? 
(Choose all that apply.)
a. Range or distance of the WAP
b. WAP encryption
c. MAC filtering
d. WAP channels to make sure they do not overlap

 9. Which of the following are good security practices to carry out when setting up a 
Wireless Access Point (WAP)? (Choose all that apply.)
a. Change the default SSID
b. Change the default password
c. Set up signal encryption
d. Turn on and configure MAC filtering

 10. A word that is often used synonymously with speed when discussing this LAN concept 
is_______________________. (Choose all that apply.)
a. Distance
b. Collisions
c. Throughput
d. Bandwidth
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Lab Exercises
■ Lab 1

Accessing a Wireless Access Point

The purpose of this lab is to show the student how to access a wireless access point (WAP). 
After completing this lab, the student will know how to access and enter information into the 
configuration screen of a WAP similar to the one found in many homes.

MATERIALS

• A computer running Windows Vista or Windows 7

• A web browser

• A wireless access point set to factory defaults

• Paper

• Pen or pencil

PART 1:

Determine the Gateway

 1. Go to the Start button on your computer and enter the command cmd in the search bar 
at the bottom of the menu and then press the Enter key. Figure 7-14 shows the Start 
Menu with the Search Bar at the bottom.

Figure 7-14

Windows 7 Start Menu 
 showing the Search Bar
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 2. After hitting the Enter key, you will be taken to a command line interface window. 
Figure 7-15 shows the command line interface window.

 3. In the command line interface window type the command ipconfig and press the Enter 
key. Figure 7-16 shows a screenshot after the ipconfig command has been entered.

 4. Notice that the ipconfig command results in a list of the NICs found in the computer 
and address information for those NICs. Look at the top NIC, if there are more than 1 
listed and write down the IP address that comes after Default Gateway in the space here. 
Your Default Gateway will likely be different than the one shown in Figure 7-16.

Figure 7-15

Command line interface 
 window

Figure 7-16

Command line interface 
 window after the ipconfig 
 command has been entered
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 5. Close the command line interface window after writing down the Default Gateway.

PART 2:

Open a WAP’s Configuration Screen

 1. Begin by opening the web browser found on your computer.

 2. In the URL line, enter the IP address of the Default Gateway that you wrote down 
 earlier. See Figure 7-17 for an example.

Figure 7-17

Web browser with the 
Gateway IP entered the 
URL line

 3. Hit the Enter key on your keyboard. A screen similar to the screenshot in Figure 7-18 
should come up. The screen will vary slightly depending on the manufacturer and model 
of the WAP used.

 4. If you are using a Linksys WAP set to factory defaults, then it does not have a user-
name set and will only need a password. The password you will need to enter is 
admin; leave the User Name line blank. Once you have entered the password, click 
OK in the dialog box. The result should be a configuration screen similar to the one 
shown in Figure 7-19.

Figure 7-18

The WAP access dialog 
box open
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(Note that different WAP manufacturers and even different models of WAPs from the 
same manufacturer may have quite different configuration screens.)

 5. Keep this screen open for the next lab.
Figure 7-19

Configuration screen for a 
Linksys WRT54GS2 WAP

■ Lab 2

Becoming Familiar with a WAP Configuration Screen

The purpose of this lab is to familiarize the student with some of the options available when 
configuring a WAP. After this lab, the student will understand what some of the available 
options are when configuring a WAP and what those options mean.

MATERIALS

• A computer running Windows Vista or Windows 7

• A web browser

• A WAP set to factory defaults

• Paper

• Pen or pencil
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THE LAB

Become Familiar with Common Options Available 
in WAPs

 1. Look at the opening WAP configuration screen. If they are shown, write down the fol-
lowing information on a separate piece of paper.

Router Name:

Local IP Address:

Is DHCP enabled (yes or no):

 2. List each of the main menu options as well as the submenu options available for the 
WAP you have entered. For the WAP in Figure 7-19, the main menu options are: Setup, 
Wireless, Security, Access Restrictions, Applications & Gaming, Administration, and 
Status.

The sub-menu options for Setup are Basic Setup, DDNS, MAC Address Clone, and 
Advanced Routing.

Write down all the main menu and sub-menu options for the WAP you have entered on 
a separate piece of paper.

 3. Does the WAP you have entered give descriptions for what each of its settings do and 
what they are? The WAP shown in Figure 7-19 does; the information on the right side of 
the screen is a description of each setting and what it does.

Choose three settings on your WAP, write down the three settings and their description 
on a separate piece of paper.

 4. Open the various menus and sub-menus available on your WAP and read the descrip-
tions of each of the options that are available.

Choose three that catch your attention and write down the setting name and its descrip-
tion on a separate piece of paper.
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Types of Circuit Categorize WAN technology types 3.4
Switching and properties.
 • Properties:
  • Circuit switch
  • Packet switch

Transmission Media Categorize WAN technology types 3.4
 and properties.
 • Types:
  • DWDM
  • Satellite
  • Cellular
  • WiMAX
  • LTE
  • HSPA+
  • Fiber
  • PON
 • Properties:
  • Speed
  • Transmission media
  • Distance

Various WAN Technologies Categorize WAN technology types 3.4
 and properties.
 • Types:
  • T1/E1
  • T3/E3
  • DS3
  • OCx
  • SONET
  • SDH
  • ISDN
  • Cable
  • DSL
  • Dialup
  • Frame relay
  • ATMs
 • Properties:
  • Speed
  • Transmission media
  • Distance

WAN TechnologiesLESSON8
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 Describe different network 3.5
 topologies.
 • MPLS

Remote Access Explain the methods of network 5.2
 access security.
 • Tunneling and encryption:
  • VPN

K E Y  T E R M S

asymmetric digital subscriber line (ADSL)

asynchronous time division multiplexing

Asynchronous Transfer Mode (ATM)

broadband

cell

circuit switching

customer premise equipment (CPE)

demarc

demarcation point

Dense Wavelength Division Multiplexing (DWDM)

dial-up

digital subscriber line (DSL)

E-1

E-3

fractional T-1

Frame Relay

geostationary orbit (GSO)

geosynchronous orbit (GEO)

high-bit-rate digital subscriber line (HDSL)

Integrated Services Digital Network (ISDN)

Integrated Services Digital Network-Basic Rate
 Interface (ISDN-BRI)

Integrated Services Digital Network-Primary
 Rate Interface (ISDN-PRI)

last mile

leased line

local loop

Low Earth orbit (LEO)

Medium Earth orbit (MEO)

message switching

Molniya orbit

Multiprotocol Label Switching (MPLS)

network termination

OC-x

packet switching

Passive Optical Network (PON)

plain old telephone service (POTS)

Private Branch Exchange (PBX)

private network

public network

Public Switched Telephone Network (PSTN)

remote access

Remote Access Services (RAS)

remote access VPN

satellite communications

server-side compression

site-to-site VPN

symmetric digital subscriber line (SDSL)

Synchronous Digital Hierarchy (SDH)

Synchronous Optical Network (SONET)

T-1

T-3

T-Lines

terminal equipment

time division multiplexing

V.44

very-high-bit-rate digital subscriber line (VDSL)

virtual circuit switching

virtual private network (VPN)

Worldwide Interoperability for Microwave Access
 (WiMAX)

X.25
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Circuit switching by its most basic definition is a type of communications that establishes a 
dedicated communications channel for the duration of a given transmission. There are several 
options by which this is done. One option is called circuit switching after the operation that 
is being carried out. Another is virtual circuit switching. Finally, the last means of carrying 
out this type of communications is with packet switching. Each of these three methods func-
tions differently, but all of them are used to establish communication channels for transmis-
sion of data.

Circuit Switching

Actual circuit switching is the oldest means by which communications channels were estab-
lished. Probably the oldest and most well known example of a basic circuit switched network 
is the telephone service. The earliest examples of this network have been around since the late 
1800s. When a phone call is made, different physical network segments are linked together 
to create a single unbroken telephone circuit for each phone call. The best way to visualize 
this is to think about an old movie you may have seen where a phone operator had to physi-
cally connect different lines together for a phone call to go through. Today this is done with 
specialized automatic phone switches, but the idea is still the same. Figure 8-1 illustrates what 
circuit switching looks like. The heavier line is the pre-established connection that the com-
munications will flow down.

Figure 8-1

In circuit switching, a connec-
tion is established from one 
end of the communications link 
to the other before data is sent

It should be noted that 
circuit switching is not 
limited to just voice 
communications. Any 
situation where a dedi-
cated line is needed to 
be continuously up is 
a good candidate for 
circuit switching. Many 
dedicated lines between 
two fixed locations are 
circuit switched.

TAKE NOTE*

Will Smith is a WAN engineer. The company he works for has just bought a larger company that was 

going out of business, which brings several different locations from around the country together into 

one corporation. He has been tasked by the company to come up with a comprehensive plan for the 

company’s WAN communications for all the new locations that have been acquired. He will need to 

set up main lines of communications as well as backup lines of communications. Additionally, Will 

needs to do this in a cost-effective and efficient manner. Where should Will start? What options does 

Will have that will allow him to carry out his company’s directive?

■ Types of Circuit Switching

THE BOTTOM LINE 

In this section of Lesson 8, we discuss various technologies used to send data across 
networks. Specifically we discuss circuit switching, packet switching, message switching, 
and virtual circuit switching.
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The military’s goal of creating a network that could not be taken down by the destruction of 
a single critical node has been empirically proven successful. The attack on the World Trade 
Center on September 11, 2001 was an attempt by a foreign terrorist to destroy up to one-
quarter of America’s entire communications capacity and an even larger percentage of 
America’s financial data communications.

If the attack had worked, riots, food shortage, fuel shortages, and economic chaos and collapse 
would have likely resulted. In short, the attack on the communications center known as the 
World Trade Center in New York was an attempt to utterly destroy the economic capacity of 
the United States for a decade or more. Worse, if the first attempt on the World Trade Centers 
in 1993 had been successful, the goal of those terrorists would have most likely been realized.

What saved the United States in 2001 was the advent of packet switching technology on a 
large scale. When the central communications node known as the World Trade Center was 
destroyed, the data packets that would have traveled through them found alternative routes. 
The result was that while network communications slowed slightly until additional capacity 
was added elsewhere to make up for the capacity lost with the World Trade Center, America 
did not lose its ability to communicate or send financial transactions. Stores use these elec-
tronic financial transactions to pay for food, fuel, and goods. In short, from the point of view 
of the true goal of the attack on the World Trade Center, it was an utter failure. However, 
that attack did result in changes to the American way of life that we feel even today.

1 2

1 2
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3 4

3 4 3 4

5 7 5 7

5 6 7

1 2 3 4

5 6 7

6 5 7 3

6 5 7

3 4 1 2

4 1 2

Figure 8-2

How packet switching works

Packet Switching

Packet switching is a network communications technology that only opens up connections long 
enough for a small data packet to move from one network segment to another. In a data packet, 
data regardless of type, content, or structure is broken up into small blocks of data called packets. 
Each packet is then given enough information to find its own path to its intended destination.

One of the main differences between packet switched networks and circuit switched networks 
is that dedicated communications circuits are not required to send data to its intended destina-
tion. The advantage of this is that if a circuit is broken for whatever reason, the follow-on 
packets simply find a different path to their intended destination. This makes it very difficult 
for a single point of failure to bring down a larger network. In fact, this very reason is why the 
military developed packet switching in the first place. They were concerned that an enemy 
strike on a single location could bring down all data  communications.

Figure 8-2 illustrates how packet switching works. The data to be communicated is broken up into 
discreet packets and then those packets are sent out on the network. Each packet is responsible for 
finding is own route to its destination and so different packets end up taking different routes. 
Once the packets reach their destination, they are most likely going to be out of sequence. Because 
of this, they will need to be put back into their original sequence before the data can be processed.

CERTIFICATION READY
What is circuit switching? 
Where is circuit switching 
used?
3.4

CERTIFICATION READY
What is packet switching? 
Where is packet switching 
used? How does it differ 
from circuit switching?
3.4
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CERTIFICATION READY
What is message 
switching? Where is 
message switching used? 
How does it differ from 
packet switching?
3.4

1 2 3 4 5 6 7 1 2 3 4 5 6 7
1 2 3 4 5 6 7
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1 2 3 4 5 6 7

Figure 8-3

How virtual circuit switched 
communications work

For all its advantages, there are disadvantages to using packet switching technology as well. The 
biggest disadvantage is that it incurs delays in communications that are not felt with circuit 
switching. There are several reasons for these delays. One reason is that each packet has to stop 
numerous times it its journey to wait in queues while it is processed and sent on to the next hop 
on its journey to its ultimate destination. Another cause of delay is the fact all the data packets 
that are part of a specific data communication have to arrive and then be rearranged into their 
proper sequence before they can be processed. Virtual circuit switching is an attempt to over-
come these problems with packet switching; that concept is discussed in more detail later.

Message Switching

Message switching is another network communications technology and is related to packet 
switching. In fact, message switching was the precursor to packet switching and led to the 
development of packet switching. Message switching is a data communications technology that 
routes whole messages to their destination one hop at a time. Leonard Kleinrock first developed 
this technology in 1961. Over time, the message switching idea evolved into what we call packet 
switching today. With message switching, the entire message is sent out one message at a time. 
In packet switching the message is broken up into smaller packets and then sent out.

Message switching today is more likely to be known as store-and-forward. The biggest technology 
currently using this method of switching is e-mail. In an e-mail server, messages are stored and then 
sent out as a group to the next stop down the line. Even though e-mail servers use a form of mes-
sage switching to send e-mails, the server is likely to use circuit switching or virtual circuit switching 
to send out the messages. The biggest advantage of store-and-forward is that messages can be stored 
during high-traffic times and then sent out later when network traffic has slowed down.

Virtual Circuit Switching

Virtual circuit switching is an attempt to keep the efficiency of circuit switched technology 
while taking advantage of the flexibility allowed by packet switched technology. In virtual 
circuit switched technology, a communications link is established between two points in a 
larger network such as the Internet. Additionally the data to communicate is broken into 
discreet packets just like what happens in packet switching. Once a link is established and 
the data broken into packets, the data packets are then sent to the destination computer 
using the pre-established communications path. Figure 8-3 illustrates how this works.
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■ Transmission Media

THE BOTTOM LINE 

This portion of Lesson 8 discusses different types of media that are available for WAN 
network communications. Specifically we will discuss copper cables, fiber-optic cables, 
microwave signals, satellites, and radio frequency media in the form of cellular networks.

WAN networks, just like LAN networks, use different types of media to transmit data across 
them. While some of the media used for WAN data transmissions is similar to those used for 
LAN data transmissions, some are unique to the WAN environment. However, even in the 
WAN media that is similar to the transmission media found in LANs, the implementation is 
different. Copper wires, fiber-optic cables, and radio frequency (RF) signals are used in both 
LANs and WANs, though their implementation is different. Other types of media such as 
microwaves and satellite communications are different and are generally not found in LAN 
implementations.

Copper Cables

Copper cables are the oldest network transmission media used. Copper cables use pulses of 
electricity down a copper wire to transmit network communications. However, in WAN envi-
ronments copper has pretty much been replaced by other media. About the only place in a 
WAN environment that copper media is still used is when the network is in the last segment 
leading up to the LAN. Examples of this would be the digital subscriber line (DSL) coming 
into homes and small businesses, or the broadband used by cable companies for the same pur-
pose. Phone lines also still use copper in the last part of the network connections. However 
up to distribution boxes on the street and often coming directly into businesses, fiber-optic 
cables are now the preferred media for WAN networks.

Fiber-Optic Cables

As stated in Lesson 3, fiber-optic cables are the dominant transmission media used in WAN 
environments. Fiber-optic cables in their most basic form are very small hollow glass tubes 
with a reflective coating that allow them to reflect pulses of light down the tube as a means of 
transmitting network communications. Fiber-optic cables come in two different modes:

• Single-mode fiber is thinner than multimode fiber and carries very compact light 
pulses. Single-mode fiber is generally baseband and can carry signals much farther than 
multimode fiber is able to.

In Figure 8-3 the large cloud indicates a large unknown network such as the Internet. The 
heavier line linking the computer on one end to the computer on the other end represents the 
pre-established link through the network between the two computers. Once the communica-
tions link is established, the packets are allowed to flow through it to the destination. This 
makes the communications faster than packet switching because all the packets are following 
the same route to their destination and are kept in order. Another advantage is that since the 
packets are following a pre-established communications link, they do not need to wait in 
queue to be processed at every router so they can be sent on their way. The full route is 
already predetermined and all the packets have to do is follow it. Once the data one computer 
needs to communicate to the other computer is sent and received by the computer on the 
other end, the link is torn down. If the computer needs to establish a new link to the destina-
tion computer, a new dedicated link is established that may or may not follow the same route 
as the previous link. VPN is an example of a technology that makes extensive use of virtual 
circuit switching through the Internet.

c08WANTechnologies.indd Page 257  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 257  13/02/12  10:08 PM user-f396 F-396F-396



258 | Lesson 8

• Multimode fiber is a bit thicker than single-mode fiber and carries less compact pulses 
of light. Multimode fiber cables are able to carry broadband signals and is usually used 
for shorter range applications because the less compact nature of the light pulses it trans-
mits cannot carry as far as the more compact light pulses used by single-mode fiber.

PON

• PON stands for Passive Optical Network. PON is a point-to-multipoint fiber optics 
network. This means that a signal from once source goes out to multiple end points. It 
works similar to broad band in that an Internet Service Provider will have one fiber optic 
cable going out from its main office but then splits the signal up with a passive splitter 
to send the signal to several destinations.

• When going downstream from the central office, the signal is broadcast to all destina-
tions the fiber optic cable goes to. Oftenencryption is used to ensure the privacy of the 
different destinations the fiber optic cable connects to. Upstream, a form of time divi-
sion multiplexing is used to ensure that all the locations connected to the fiber optic 
cable have equal access to the media. Time division multiplexing is where a signal is 
broken up into different time segments and each location on the fiber optic cable is 
assigned its own time segment.

DWDM

• DWDM stands for Dense Wavelength Division Multiplexing. DWDM is a type 
of multiplexing that uses wavelength to place more data on a cable rather than time 
segments. DWDM assigns different signals to different wavelengths of light. Because 
DWDM uses fiber optic cables it is able to transmit multiple wavelengths of light 
at the same time thus increasing the bandwidth of the fiber optics cable. ATM, 
SONET, and SDHare all WAN technologies that are able to use DWDM. We will be 
discussing each of the WAN technologies just listed later in this Lesson. For now you 
just need to understand that these technologies are able to use DWDM to send data 
across fiber optic cables.

Microwaves

Microwaves are a form of wireless communications seen in WAN environments. Microwaves use 
the electromagnetic spectrum between the frequencies of 300 MHz and 300 GHz. This range 
effectively covers all RF wireless technologies available. This includes Wi-Fi, Bluetooth, and 
Cellular technologies. Up until the advent of fiber-optic cables for communications; microwaves 
were the preferred method for sending phone signals long distances. As you can see from this list, 
microwaves are still quite commonly used in both LAN and WAN environments.

However, when WAN engineers discuss microwave communications used in WANs, they usu-
ally have a specific technology in mind—a point-to-point wireless technology. The way this is 
most often implemented is with two directional microwave transceivers facing each other. 
These transceivers are then used to send signals back and forth between the two locations.

The main drawback of this technology is in the point-to-point configuration just discussed, the 
transceivers need to be line of sight. This means that the transceivers need to be placed in high 
locations because if the transceivers are below the curve of the Earth from each other, the signals 
cannot be received. This line of sight is the biggest range limitation for this technology. As long 
as the transceivers are within line of sight of each other, distance is not really a limitation.

WiMAX
WiMAX stands for Worldwide Interoperability for Microwave Access. WiMAX is a wireless 
communications standard that uses microwaves as the communications media of choice. The 

CERTIFICATION READY
What is PON? Give an 
example of where it may 
be used?
3.4

CERTIFICATION READY
What is DWDM? What 
are some applications 
where DWDM may 
be used?
3.4

CERTIFICATION READY
What does WiMAX stand 
for? Which standard 
defines WiMAX? Where 
my you see WiMAX 
in use?
3.4
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IEEE 802.16 standard introduced WiMAX. This microwave based communications system 
is used in some cellular phones but is mostly used as an alternative to DSL or Cable internet 
access in metropolitan areas. Alternatively WiMAX is used as a wireless medium for VoIP, 
IPTV, and other data communications services.

The most current version of WiMAX is 802.16m. This standard allows for a data rate of up 
to 40 megabits per second on mobile platforms and up to a 1 gigabit per second data rates on 
fixed platforms. WiMAX has a maximum fixed platform range of 30 miles and a maximum 
mobile platform range of 3 to 5 miles. The LTE, Long Term Evolution, standard is being 
developed in parallel to WiMAX as an alternative technology that basically does the same 
thing as WiMAX. We will discuss LTE later in this Lesson.

Satellite Communications

Satellite communications are a variation on microwave communications as both the ground 
stations and the satellites themselves use microwave signals to communicate with each other. 
With satellite communications, instead of two microwave towers communicating to each other, 
a ground station communicates to one or more satellites in orbit. The satellites then either 
relay the communications to a different ground station out of the line of sight of the original 
ground station, or another satellite in orbit within its line of sight. Since the satellites are using 
microwave signals to communicate with each other, they too are limited by line of sight just like 
microwave towers; however, with satellites being so far up in space, they have a much longer line 
of sight to each other. Another limitation with satellite communications is latency caused by the 
time it takes a signal to travel all the way up to the satellite and then all the way back down. The 
higher up a satellite is the longer it takes a signal to reach it. Latency can also be caused by the 
amount of time it takes to process the signal both on the ground and in the satellite.

Depending on how high up a satellite orbits, it can have a lesser or greater line of sight. The 
drawback to this is that the higher the satellite’s orbit, the stronger the microwave signal has 
to be to get to it from a ground station and the greater the latency caused by distance. The 
trade-off just described works something like the following example. The higher a satellite’s 
orbit, the fewer satellites are needed to be able to see every point on the earth but the more 
power it takes to signal them and the longer the signal takes to travel. The ideal position for 
seeing the largest area is something called geosynchronous orbit (GEO), which is also known 
as geostationary orbit (GSO). Satellites in this orbit maintain their position over a set geo-
graphic position at all times. Additionally, only three satellites are able to see most positions 
on the Earth. For a satellite to be in geosynchronous orbit, it must be 35,786 kilometers up 
and orbit along the Earth’s equator. Because of the position geosynchronous satellites must 
maintain, they are not able to be reached by ground stations in higher latitudes. This includes 
areas like Canada or Russia. In other words, a satellite in geosynchronous orbit is not able to 
communicate with sites in the more northern parts of Russia, Canada, and Alaska.

To resolve this problem, an orbit called the Molniya orbit was developed. The Molniya orbit 
was named after a group of Soviet era satellites that used this orbit. The Molniya orbit is an 
orbit designed to cover locations in far northern regions. Russia makes great use of this orbit 
dynamic. With three satellites in Molniya orbits, 24-hour coverage of far northern regions can 
be achieved. Molniya orbits vary between 200 and 1,000 kilometers from the Earth’s surface. 
It is the higher side of this orbit that is used for communications in higher latitudes. The dia-
gram in Figure 8-4 illustrates what a Molniya orbit generally looks like.

While a combination of the Molniya orbit and geostationary orbits can give worldwide 
coverage for WAN communications, because of how high geosynchronous orbit is, a 
great deal of power is still needed to send microwave signals those distances, not to 
mention the latency issues. Because of this power requirement, two other general orbit 
ranges have been developed. These ranges are Low Earth orbit (LEO) and Medium 
Earth orbit (MEO).

CERTIFICATION READY
What are satellite 
communications? What 
advantage does satellite 
communication have 
over other types of 
communication?
3.4
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MEO

LEO

GEO

GPS Satellites

International
Space Station

Figure 8-5

Primary orbits in use for 
 satellite communications 
 networks

Low Earth orbit is commonly used for handheld satellite communications. LEO is generally 
considered to be any orbit between 160 kilometers up and 2,000 kilometers up. Because of 
how low this orbit is, it is easier to create a handheld device that can send a signal this dis-
tance. There are several companies using satellites in this orbit for communications in remote 
areas. Two of these companies are Global Star and Iridium. Iridium has a constellation of 66 
satellites being used for communications in LEO. Another advantage of LEO orbits is that 
they are below the Van Allen Radiation belts. Most human spaceflight has taken place in 
LEO. The primary exceptions to this are the various Apollo trips to the Moon.

The other commonly used Earth orbit is something called Medium Earth orbit (MEO), 
which has a very wide range of orbits. These orbits are all between 2,000 kilometers and about 
34,780 kilometers up. The primary use for this particular orbit is the various GPS networks 
that have been put into space.

Figure 8-5 is a graphic of most of the orbits discussed here. Table 8-1 is the legend for Figure 8-5.

Figure 8-4

Molniya orbit

c08WANTechnologies.indd Page 260  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 260  13/02/12  10:08 PM user-f396 F-396F-396



WAN Technologies | 261

Table 8-1

Legend for Figure 8-5

Earth globe in center 0

Low Earth orbit (LEO) light gray tinted area 160–2,000

Medium Earth orbit (MEO) dark gray tinted area 2,000–34,780

International Space Station (ISS) dashed line 350

Global Positioning System (GPS) dash-dot-dot-dash line 20,230

Geostationary orbit (GEO) Black dotted line 35,786

  DISTANCE ABOVE SURFACE 
GRAPHIC DESCRIPTION LEGEND  OF THE EARTH (IN KMS)

Radio Frequency (RF)

Finally, we can discuss radio frequencies that are used in WAN communications. This, like 
the satellites just discussed, is actually a subset of microwave communications. Any network 
communications technology that uses radio frequencies for communications is really a subset 
of microwave communications. In the case of WANs, cellular networks are the most common 
form of radio frequency WAN media.

The term cellular comes from the way a cellular network functions. Each transceiver tower 
in a cellular network is able to broadcast up to a set range based on the technology used; 
generally, each one of the cellular transceiver towers can broadcast in a radius between 1 
and 30 kilometers wide. Each of these broadcast circles is called a cell, thus any network 
that uses this technology is called a cellular network.

While early cell networks used antenna that broadcasted in an omni-directional manner, modern 
cell networks do not because directional antenna can get a longer range for the same amount of 
power. Today, when a cell tower is being set up, it is usually equipped with three directional 
antennas pointed 120 degrees away from each other, allowing full coverage in a circle around the 
tower while pushing the range of the tower out farther. Because of this configuration, cells are 
generally represented as hexagons with a cell tower at each corner. Each of the antennas on the 
tower also uses a different channel so that none of the channels on a tower overlap. This configu-
ration also allows the tower to service three different signals. As long as no two adjacent towers 
use the same channels, there will be no cross-channel overlap in a cellular network.

Figure 8-6 shows a hexagonal cellular network design. Notice that all the channels are at 
least three towers away from any other tower with the same channel. This is done so that 
the cellular channels do not overlap one another. Well-known cellular networks such as 2G, 
3G, and 4G use this method to create WAN communications networks.

CELLULAR

A cellular network is a radio frequency based communications network spread over a large 
land area. A cellular network is made up of individual transceiver points that slightly over-
lap the range of other transceiver points adjacent to it. Each of these transceiver points is 
called a cell and is where we get the term cellular network from. The most well-known 
cellular network is the mobile phone or cell phone network.

There are a wide variety of technologies that are used to make up the cells used in cellular 
networks. Table 8-2 is a list of all the various cellular technologies that have been used or 
proposed. It is not required that you know this table for the CompTIA Network+ exam but 
it is useful for seeing how the different cellular technologies relate to each other and which 
cellular technology families, or organizational development groups, they belong to. We will 
discuss a few of the more current cellular technologies after Table 8-2.

CERTIFICATION READY
What are some widely 
used Cellular standards?
3.4
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Figure 8-6

Cellular network and channels

Table 8-2

Cellular technologies and how 
they are related to each other

TECHNOLOGY NAME
TECHNOLOGY
FAMILY TECHNOLOGY STANDARDS WITHIN FAMILY

0G (Radio Telephone) None MTS, MTA, MTB, IMTS, MTD, AMTS, OLT, 
Autoradiopuhelin

1G
AMPS AMPS (TIA/EIA/IS-3, ANSI/TIA/EIA-553), N-AMPS 

(TIA/EIA/IS-91), TACS, ETACS

Other NMT, Hicap, Mobitex, DataTAC

2G

GSM/3GPP GSM, CSD

3GPP2 cmdaOne (TIA.EIA/IS-95 and ANSI-J-STD 008)

AMPS D-AMPS (IS-54 and IS-136)

Other CDPD, iDEN, PDC, PHS

2G Transitional

(2.5G, 2.75G)

GSM/3GPP HSCSD, GPRS, EDGE/EGPRS (UWC-136)

3GPP2 CDMA2000 1X (TIA/EIA/IS-2000), 1X Advanced

Other WiDEN

3G (IMT-2000)
3GPP UMTS (UTRAN), WCDMA-FDD, WCDMA-TDD, 

UTRA-TDD LCR (TD-SCDMA)

3GPP2 CDMA2000 1xEV-DO Release 0 (TIA/IS-856)

3G Transitional

(3.5G, 3.75G, 3.9G)

3GPP HSPA, HSPA+, LTE (E-UTRA)

3GPP2 CDMA2000 1xEV-DO Revision A (TIA/EIA/IS-856-A), 
EV-DO Revision B (TIA/EIA/IS-856-B), DO Advanced

IEEE Mobile WiMAX (IEEE 802.16e), Flash-OFDM, IEEE 
802.20

4G

(IMT-Advanced)

3GPP LTE Advanced (E-UTRA)

IEEE WiMAX-Advanced (IEEE 802.16m)

5G Research concept not under formal development
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LTE
LTE stands for Long Term Evolution and is a result of the 3rd Generation Partnership Project 
also known as 3GPP. It is intended to be a replacement for the 3G cellular communications 
protocol. LTE is often marketed as 4G in the United States, however it does not comply fully 
with the IMT Advanced 4G standards which are the “true” 4G standard.

LTE Advanced
LTE Advanced is an updated version of the LTE standard. This standard has been approved 
by the ITU and has also been approved by 3GPP as a significant improvement on the older 
LTE standard. The IMT Advanced 4G standard organization has also given its approval to 
the LTE Advanced standard. The LTE Advanced fully implements all parts of the 4G stan-
dard and so is “true” 4G unlike its predecessor LTE.

HSPA
HSPA stands for High Speed Packet Access and is one of the most widely deployed mobile 
broadband implementations worldwide. HSPA combines the HSDPA (High Speed Downlink 
Packet Access) protocol with the HSUPD (High Speed Uplink Packet Access) protocol to give 
both downlink and uplink capabilities to HSPA.The result of this technology is the ability to 
both send and receive data at much higher data rates than other technologies allow. The term 
downlink is used to refer to the speed at which a technologies can receive data while the term 
uplink refers to the speed a technology can use to send data.

HSPA+
HSPA+ or Evolved High Speed Packet Access is a newer version of HSPA and gives even 
greater downlink and uplink speeds. A number of companies have announced plans to deploy 
the newer Evolved HSPA in their broadband wireless cellular networks.

CERTIFICATION READY
What is LTE? What is 
the difference between 
LTE and LTE Advanced? 
What is another term 
that you may commonly 
see used in place of LTE 
Advanced?
3.4

CERTIFICATION READY
What is HSPA? How does 
HSPA differ from HSPA+?
3.4

■ Various WAN Technologies

THE BOTTOM LINE 

In this section of the lesson, we discuss the various WAN technologies that are used 
to move data across WANs including dial-up, ISDN, DSL technologies, broadband 
technologies, Frame Relay, and ATM.

Over the years various specific WAN technologies have been developed to communicate 
data over large networks. This section of Lesson 8 will discuss some of these specific 
technologies. Some of these technologies are obsolete, while some are just old technolo-
gies that are still in use today. It will also discuss some of the new technologies that are 
now available.

Dial-Up

Dial-up is one of the oldest WAN network communication technologies available and is still 
used in some areas of both the United States and abroad. Dial-up works by using a device 
called a modem to connect a computer to a plain old telephone service (POTS). POTS is 
just what it sounds like, it is the standard telephone service that pretty much every household 
in America has access to.

One of the biggest advantages to dial-up network communications, which really comes down to 
dial-up Internet access, is that it does not require any additional infrastructure beyond a standard 
telephone connection and a modem card. Modem cards are an inexpensive and readily available 
technology. Another advantage of dial-up Internet service is its cost. In many places dial-up is 
actually available for free. Where it is not free, it can be obtained for a very minimal charge of 
between $5 and $10 a month. Finally, dial-up access is generally available anywhere in the United 
States and around the world, even when other types of Internet access are unavailable.
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The single biggest drawback of dial-up Internet access is speed. Dial-up Internet is limited to 
about 50 kbps transfer rates. While speed is the biggest limiting factor for using dial-up to 
access the Internet, some interesting modern technologies are making attempts at minimizing 
that problem.

One modern technology attempting to work around the speed limitations for dial-up is a 
compression standard called V.44. V.44 can compress text transmitted across a dial-up 
Internet connection by a factor of 6. This means that if a dial-up connection normally runs at 
a speed of 50 kbps, using V.44 compression, the effective speed of transmission becomes 
around 300 kbps for text files. Unfortunately, V.44 does not work as well on other types of 
files such as ZIP files, JPEG images, MP3 audio files, MPEG video files, and other already 
compressed file types.

In addition to using the V.44 compression standards, many dial-up service providers are begin-
ning to use server-side compression on a proxy server before sending out data across a dial-up 
connection. The compression achieved with server-side compression is even more impressive that 
the compression that can achieved using V.44. Using server-side compression techniques, text files 
can actually be compressed to as little as 5 percent of their original size, and compressed graphics 
and other such files can be compressed potentially to as little as 15 percent to 20 percent of their 
original size. The drawback to compressing already compressed files is that the quality of the orig-
inal data suffers. However, service providers that do compress already compressed data allow for 
the option of downloading the data without being additionally compressed. This however effec-
tively eliminates the reason for compressing the data a second time in the first place.

While these compression rates are not always achieved with server-side compression, large 
compression rates are still achievable. This results in sending more data in a compressed form 
across dial-up connections in the same amount of time. This can potentially create effective 
transmission rates anywhere from 250 kbps to as much as 1,000 kbps for dial-up connections 
under the right circumstances. This does not mean that the actual transmission rate is any-
where near these speeds; it just means that the apparent transmission rate is at these speeds. 
The actually transmission rate will still be around 50 kbps.

PUBLIC SWITCHED TELEPHONE NETWORK (PSTN)

Public Switched Telephone Network (PSTN) refers to the entire worldwide telephone net-
work. PSTN uses circuit switching to establish connections between different phones. Any 
copper cables, fiber-optic cables, microwave signals, satellite communications, or cellular net-
works that are used to allow any phone anywhere in the world to connect to any other phone 
in the world is part of the PSTN. The term POTS, or plain old telephone service, is some-
times used interchangeably with PSTN, but in reality it specifically refers to that part of the 
PSTN used for more conventional voice grade services.

The PSTN has multiple parts. The first part of the PSTN is the customer’s home or busi-
ness. Where the PSTN service provider comes into a local home or business is called the 
demarc point, which is short for demarcation point. The responsibility of the PSTN or 
other network providers ends here. What goes on inside the customer’s home or business is 
the customer’s responsibility. What happens from the demarc point outward is the service 
provider’s responsibility.

From the demarc point to the remote switching facility is the next portion of the PSTN. The 
remote switching facility is basically the green or silver box located somewhere in your neigh-
borhood, or underground in the nearest PSTN provider’s manhole in some cases. This is 
sometimes also called the last mile; although the last mile can be either much shorter or 
much longer than one mile, depending on where you live. In rural areas, the last mile tends 
to be very long and it is often a technological challenge to get data from the remote switching 
facility to the demarc in a customer’s home in such areas. This is much less of a challenge in 
towns and cities because of how much closer homes and businesses are together.
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From the remote switching facility to a location called the central office is the next part of the 
PSTN. The central office is generally a building somewhere within a few miles of your home 
or business in towns and cities, although it may be a few tens of miles in more rural areas. 
The central office is where all the remote switching facility boxes terminate. The whole thing 
from a customer’s demarc to the central office is called the local loop. The size of your local 
loop is very important because the size of your local loop and your proximity to the central 
office can affect the performance of your telecommunications equipment. The closer you are 
located to the central office, the better your dial-up and to some extent your digital subscriber 
line (DSL) speeds will be. Figure 8-7 illustrates both what the local loop is as well as what the 
last mile refers to.

Last Mile

Local Loop

Remote Switching
Facility

DMARC

Local Central
Office

Customer
Home

Figure 8-7

The last mile and the local loop

After your local office, you have a regional office. The regional office is where the local offices 
terminate and allow communications to take place outside of the local loops connected to the 
central office.

Finally, the regional offices are linked together by national and then international offices. 
National offices allow communications to take place between regional offices. The national 
office allows one region in a larger country such as the United States to communicate to 
other regions within the United States. Smaller nations may not have a need for regional 
offices due to their size. In these situations, the local offices connect directly to the national 
office. International offices allow communications to take place between national offices. It 
is the international office that allows communications to move out of one country and into 
another country. For communications to work around the world, multiple international 
offices are required to link the various national offices together. These international offices 
are interconnected to each other.

Integrated Services Digital Network (ISDN)

ISDN stands for Integrated Services Digital Network and is a set of standards that have 
been designed to carry voice, video, data, and other services in a digital format over the 
PSTN. Because ISDN is intended to be used over the PSTN, it uses circuit switching 
technology to establish, maintain, and release connections. Even though ISDN is a circuit 
switched technology, it does allow access to packet switched networks as well. Aside from 
higher speeds, the biggest advantage of ISDN over dial-up is that it is able to integrate voice 
and data over the same lines. ISDN allows 64 kbps to be transmitted over a single channel. 
ISDN also has the ability to bind multiple channels together for higher data rates. Figure 8-8 
illustrates how a basic ISDN network and device may be set up.

Satellite communica-
tions and the Internet 
have the ability to 
bypass national and 
international offices.

TAKE NOTE*

ISDN is an older tech-
nology, but it is still 
listed in the CompTIA 
Network+ objectives 
and so may appear on 
the Network+ exam. 
Because of this, ISDN 
still needs to be covered.

TAKE NOTE*
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Figure 8-8

Basic configuration of an ISDN 
networked device

TE1 Device
(ISDN Phone)

Legend

NT2 NT1 ISDN
Switch

ISDN
Switch

Switched Network

ISDN B Channel 64 kb
ISDN D Channel 16 kb

The first thing to notice in Figure 8-8 is that there are three conduits where the ISDN phone 
connects to NT2. Those three conduits represent the three different channels that a basic 
ISDN setup uses. The light gray conduits represent the two B channels that are used for data 
transfer. The B channels have a throughput of 64 kbps each. The dark gray conduit represents 
the D channel, which is also known as the signaling channel or control channel. The D chan-
nel has a throughput of 16 kbps. This means that a basic ISDN circuit has 128 kbps of data 
throughput and an additional 16 kbps of control throughput for a total of 144 kbps. It 
should however be noted that only 128 kbps is available for data. It is for this reason that 
some people say that basic ISDN has 128 kbps throughput.

As you can also see in Figure 8-8, there are several devices needed to make ISDN work. 
The first device in the figure is labeled TE1. TE stands for terminal equipment. Simply 
put this is the phone, computer, or other device that is connected to the ISDN network. 
After this device, there are two devices labeled NT2 and NT1. The NT stands for network 
termination. Network termination devices are used to convert the 4-wire subscriber line to 
the conventional 2-wire setup coming into most homes via the local loop. The NT type 1 
or NT1 device is considered customer premise equipment (CPE) in the United States and 
it is generally the responsibility of the customer to provide this equipment, often by leasing 
it from the ISDN provider. In other parts of the world, the NT1 device is considered part 
of the network and is provided by the carrier.

NT type 2 or NT2 device is a more complicated device and is usually part of the Private 
Branch Exchange (PBX). A PBX is a telephone exchange, or telephone switch, that serves 
a private business or office rather than one owned by a phone company. NT2 devices are 
intelligent and work on both Layers 2 and 3 of the OSI Model. The functionality of both 
the NT1 and NT2 devices can also be combined into one device, which is sometimes 
referred to as NT1/2. The network termination devices are then connected to the ISDN 
switch, which is how the ISDN network is able to connect to the larger switched network. 
This is represented by the cloud in Figure 8-8. Finally, the other end of the ISDN connec-
tion is another ISDN switch. The ISDN network on the destination end is configured 
more or less like the ISDN network on the source end.

INTEGRATED SERVICES DIGITAL NETWORK-BASIC 
RATE INTERFACE (ISDN-BRI)
Integrated Services Digital Network-Basic Rate Interface (ISDN-BRI) is an entry-level 
version of ISDN and is the most commonly used version. ISDN BRI is able to achieve both 
upstream and downstream data rates by bonding to 64 kbps channels together. These data 
channels are called B channels and are known as bearer channels. In addition to the two 64 
kbps channels, ISDN BRI has one 16 kbps signaling a channel called a delta channel or a 
D channel. This channel carries the Q.931 protocol, which is a set of protocols related to 
establishing and breaking circuit switched connections as well as some more advanced calling 
features. In simple terms Q.931 is used by ISDN on the D channel to signal the other end of 

CERTIFICATION READY
What does ISDN stand 
for? What is ISDN used 
for? What variations of 
ISDN exist?
3.4
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the connection. This is why the D channel is sometimes referred to as the signaling channel. 
When you add up all three channels that are used by ISDN-BRI, you get a total data rate of 
144 kbps, though only 128 kbps of that data rate can be used to carry data.

INTEGRATED SERVICES DIGITAL NETWORK-PRIMARY 
RATE INTERFACE (ISDN-PRI)
The PRI portion of ISDN-PRI stands for Primary Rate Interface. This version of ISDN is very 
similar to ISDN-BRI except that instead of just two B channels bonded together, it has more. 
Additionally, the D channel for ISDN-PRI has a throughput of 64 kbps instead of 16 kbps.

In the United States, ISDN-PRI is commonly carried over a T-1 line of 1.544 mbps. This 
gives ISDN-PRI in the United States 23 B channels of 64 kbps and one D channel of 64 
kbps for a total of 1.544 mbps. In other parts of the world, ISDN-PRI is carried on E-1 lines, 
which contain 30 B channels of 64 kbps and one D channel of 64 kbps. This means that an 
E-1 line is able to carry a total throughput of 2.048 mbps.

Digital Subscriber Line (DSL) Technologies

There are several variations on digital subscriber line (DSL) technology, but all of them have 
some common attributes. The main attribute in the various DSLs is that they are able to use 
the PSTN. DSL is able to do this because it uses a higher frequency than voice communica-
tions do to carry data. This means that line filters can be used to filter out the DSL signal for 
voice communications so they are not interfered with by the DSL data signal.

Because DSL uses higher frequencies for data communications, there are a couple of things 
that have to be set up in the phone system for DSL to work. Some older phone systems are 
not able to handle DSL.

To be able to support DSL, a phone system has to be able to cleanly carry the higher 
 frequency signal of DSL data. Some older phone systems are not able to support these 
frequencies, and DSL cannot be used in these situations. However, most modern phone 
systems can support DSL.

Phone systems that support DSL also need a special terminal adapter on the customer end. 
This device is sometimes called a DSL modem. However it does not really do the job of a 
modem. What the adapter does is convert the digital signal of the computer to a signal of a 
suitable voltage level supported by the phone system. This means that the so-called DSL 
modem is connected directly to the computer usually via Ethernet while the other end of the 
terminal adapter is connected directly to the phone line where DSL comes in or goes out 
depending on the direction of communication.

While the DSL modem described here carries out the basic functions necessary for a phone 
system to use DSL, many modern DLS providers supply devices with additional functionality. 
Some terminal adapter can act as routers and switches in addition to providing the signal con-
version of the standard DSL terminal adapter. In the case of a DSL terminal adapter that also 
works as a switch, some level of programming and security configuration is also available.

ASYMMETRIC DIGITAL SUBSCRIBER LINE (ADSL)
The asymmetric digital subscriber line (ADSL) is one of the most common forms of DSL 
found today. ADSL is called asymmetric because it provides a different data throughput for 
upstream communications than it does for downstream communications. Upstream com-
munications refer to communications that go from the consumer or end user up to the ISP or 
server. Downstream communications refers to communications down to the consumer or end 
user. Depending on the ADSL standard being used, downstream transmission rates can range 
from 1.5 mbps all the way up to 12.0 mbps. For upstream transmissions, the rates range from 
.5 mbps to 1.8 mbps.

CERTIFICATION READY
What does DSL stand 
for? What is DSL? What 
are some variations on 
DSL that are used? What 
do the initials of those 
variations stand for?
3.4
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In addition to various regular ADSL standards, there are also some ADSL2 and ADSL2� 
standards. ADSL2 standards have downstream data rates from 1.5 mbps to 12.0 mbps and 
downstream data rates from .5 mbps to 3.5 mbps. The lower 1.5 mbps for downstream com-
munications is for a version of ADSL2 that does not require a splitter for phone communica-
tions. The ADSL2� group of standards has downstream communications rates of 24.0 mbps 
and upstream communications rates from 1.0 mbps to 3.5 mbps.

SYMMETRIC DIGITAL SUBSCRIBER LINE (SDSL)
A symmetric digital subscriber line (SDSL) has both a wide usage sense and a very specific usage 
sense. In the wider usage sense, SDSL refers to a group of DSL technologies that offer the same 
data rates for both downstream and upstream communications, which is the opposite of ADSL.

In a narrower more specific sense, SDSL refers to a specific DSL technology that supports 
only a single data line and does not support analog communications at all. Like in the wider 
usage of the term SDSL, this line offers the same data rate in both directions.

In this more narrow usage of SDSL, a single pair of copper wires is used to carry data over a 
SDSL connection. The data rate for this type of DSL is the same as that of a T-1 or E-1 line; 
SDSL used in this manner has a data rate either 1.544 mbps or 2.048 mbps depending on if 
the circuit is based off of U.S. standards or European standards. This type of SDSL has a 
range of 10,000 feet or roughly 3,000 meters and is targeted at small businesses that would 
like a dedicated T-1/E-1 line, but cannot afford the high cost of such a line. SDSL is usually 
price pointed between the cost of ADSL and T-1/E-1 lines.

HIGH-BIT-RATE DIGITAL SUBSCRIBER LINE (HDSL)
High-bit-rate digital subscriber line (HDSL) was developed to use twisted-pair copper and 
can carry both voice and data. HDSL uses T-1 lines and is often used to interconnect local 
carriers. When HDSL is being used to interconnect local carriers, repeaters are generally 
placed every 1.2 miles or so to accommodate this.

VERY-HIGH-BIT-RATE DIGITAL SUBSCRIBER LINE (VDSL)
Very-high-bit-rate digital subscriber line (VDSL or sometimes VHDSL) can provide very 
high data transfer rates. In fact, VDSL can offer up to 52 mbps downstream rates and up 
to 16 mbps upstream. The VDSL standard was first approved in 2001, and an updated and 
improved standard known as VDSL2 was approved in 2006. In the United States, AT&T, 
Verizon, and Qwest offer VDSL in some areas.

Broadband and Cable Modems

Broadband is a technology used by cable companies to provide data communications capa-
bilities for their customers. In a more technical sense, broadband refers to any technology that 
sends more than one signal over the same communications media.

In the more technical sense just mentioned, cable television is the ultimate example of 
broadband. In cable television, a large number of channels are carried over the same media. 
In this case that media is coaxial copper cables. Cable companies use frequency multiplex-
ing to do this. When the cable reaches the house, it is filtered twice. The first time it is fil-
tered is at the pole. A filter is placed on the cable at the pole that filters out any major fre-
quency ranges used for channels that the end user at that location is not paying for. The 
cable signal is then filtered at the television. In this case, a tuner is used to filter out all the 
frequencies, or channels except for the one the customer wants to view. The filter at the 
television is called a tuner, which is basically a variable frequency filter.

In modern network communications, cable companies add some additional frequencies or chan-
nels to accommodate Internet data communications as well. However, computers generally are 

CERTIFICATION READY
What are some of the 
differences between the 
various types of DSL?
3.4

CERTIFICATION READY
What is a cable modem? 
What relationship does 
a cable modem have 
with broadband Internet 
access?
3.4
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not designed to receive these types of signals or do this type of filtering. As a result, a device 
called a cable modem is needed. In its most basic sense, a cable modem is a network bridge that 
follows the IEEE 802.1D standard to convert Ethernet frames into frames that can be read by 
the coaxial networks of the cable companies. The modem part of the name cable modem comes 
from the fact that this device needs to modulate the signal from the computer to use over the 
coaxial network of a cable company and demodulate the data coming from a cable company so 
that it can be read by the Ethernet port on a computer. However, the modulating and demodu-
lating is not used to convert digital signals to analog signals and back again as a traditional 
modem does, mainly because most modern cable companies use digital signals from end to end.

X.25

X.25 is a technology that was developed in the 1970s as a means to use packet switched com-
munications in a WAN environment. This technology is not as widely used today because it 
has been replaced by newer alternatives. X.25 was originally designed as an analog technology. 
It also does error checking on the packets it passes through.

Originally, X.25 had devices called packet-switching exchange (PSE) nodes that were used to 
connect different systems to the X.25 network as well as connecting the various PSEs in the 
X.25 network. These PSE nodes were connected in turn to data carrier equipment (DCE) 
that was then used to connect to different types of data terminal equipment (DTE) devices. 
Some of the DTE devices that connected to X.25 networks via the DCEs were computers, 
mainframes, communications switches, and local packet assembly/disassembly (PAD) facili-
ties. PADs were used to connect dumb terminals to the X.25 network. Figure 8-9 illustrates 
the theoretical X.25 network just mentioned.

X.25 is another one 
of those technologies 
like ISDN that are 
no longer widely used 
but may appear on a 
Network+ exam.

TAKE NOTE*

Figure 8-9

Example of a stylized X.25 
network
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Figure 8-9 shows what an X.25 network configuration could look like. Inside the network 
cloud there are four PSE nodes. These notes are then connected to various DCEs. Notice that 
a DCE can be connected to just one PSE or more than one PSE. The reason for connecting 
to more than one is to create redundancy in the network. Finally, the DCEs are connected to 
different types of equipment that serve as DTEs. In the upper left and right corners, the DTE 
is a computer or a workstation. In the lower right, the DTE is a mainframe computer. Finally, 
in the lower left corner, a PAD is serving as the DTE. The PAD is in turn connected to two 
dumb terminals, which can actually serve as interfaces to the mainframe that is located else-
where on the X.25 network.

Frame Relay

Frame Relay is a WAN service that is designed to connect two points that require only 
intermittent communications. Put another way, Frame Relay is intended to connect different 
LANs or the endpoints of two WANs that do not require continuous connectivity to each 
other. This looks like a permanent virtual circuit to the end user, but it does not provide a 
continuous connection. Instead, the service provider determines the best route to a specific 
destination for each frame. Frame Relay gives the impression of a dedicated line like a T1 to 
the end user without the associated cost. What the end user is doing is effectively paying for a 
set amount of communications bandwidth between two different points, but not paying for a 
dedicated line to achieve that bandwidth.

This is a win-win situation for both the provider and the end user. The end user has a dedi-
cated amount of bandwidth between two points of interest to him without paying for the 
cost of a dedicated connection that he does not need. And, the provider does not have to 
commit a full line to a specific end user and so can share that line’s capacity between multi-
ple end users so long as the end users have the full bandwidth they paid for when they need 
it. The end user is able to save money while the provider is able to make additional money. 
If at some point the end user finds that he or she does need a dedicated line, then they still 
have the capability to pay additional money each month and get one. Figure 8-10 illustrates 
how Frame Relay works.

CERTIFICATION READY
What is Frame Relay? 
What are some other 
technologies that are 
associated with Frame 
Relay?
3.4

Figure 8-10

How Frame Relay works

CSU/DSU CSU/DSU
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Connection to WAN Location 2
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WAN
Location 1

WAN
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In Figure 8-10, a Frame Relay line running at 1.544 mbps, which is T1 speed, connects two 
WAN locations. While there is a dedicated connection bandwidth, the path the Frame Relay 
connection takes though the cloud is unknown. In this way, a service provider is able to guar-
antee a set bandwidth to a client company without having to set up a dedicated line between 
the client company’s two WAN sites.

Frame Relay is able to offer full T1 service to end users as well as something called frac-
tional T1 services without charging the full cost for such connection. A fractional T1 is 
where a T1 connection is divided into 24 channels of 64 kbps each. Each fractional T1 
channel is then leased to end users at less than full T1 cost. Frame Relay also works well 
with ISDN connections because they are made up of 64 kbps channels, just like fractional 
T1 channels.
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Frame Relay is one of the new technologies that are replacing X.25 because Frame Relay is fast-
er. X.25 was intended for older error-prone lines; this is why it has error-correction capabilities 
built into it. Alternatively, Frame Relay is intended for newer, less error-prone communications 
lines. For this reason, Frame Relay does not have error correction built into it and is designed 
to allow error correction to be handled by the end points. As a result, Frame Relay can push 
frames of variable sizes out over the Frame Relay connection without worrying about error cor-
rection. The end result of this is that Frame Relay is able to move data at a faster rate than 
X.25 due to less overhead.

T-Lines

T-Lines, also called T-carriers and sometimes T-CXR, refer to a group of technologies that 
used various means of digital multiplexing used in telecommunications. This technology was 
originally developed by Bell Labs and is used primarily in North America, Japan, and South 
Korea. Similar technology used elsewhere in the world is called E-carriers or E-Lines, where 
the E stands for European.

T-Lines are distinctive from other telecommunications technologies because they are 
made up of a number of smaller channels, which are created using multiplexing technol-
ogy. By using multiplexing to create the smaller channels, one media cable can carry mul-
tiple channels. In the case of T-Lines, these smaller channels, or sub-channels, are 64 
kbps in bandwidth.

T-Lines come in several different levels: Fractional T-Lines, T1, T1C, T2, T3, T4, and T5. 
The most commonly used levels however are T1, T3, and T5. Table 8-3 lists the various 
T-Line levels and their throughputs. Occasionally you will also find T-lines referred to as DS 
lines. This is seen in the table below. DS stands for Digital Signal.

CERTIFICATION READY
What is a T1? What are 
some variations available 
with T1 technologies? 
What is the European 
equivalent to T1 lines?
3.4

CERTIFICATION READY
What is another common 
designation for a T-Line?
3.4

Table 8-3 is fairly self-explanatory; however, the fractional T-Line may need an additional 
explanation. The reason the throughput of the fractional T-Line is listed as “64 kbps x num-
ber of channels (but less than 24)” is because a fractional T-Line is made up of a T-Line that 
does not use all 24 channels. In a fractional T-Line, customers lease a set number of channels 
from their provider and that number of leased channels times 64 kbps becomes the through-
put of whatever the customer leased.

As mentioned earlier, T-carrier technology is used in North America, Japan, and South 
Korea, but the rest of the world generally uses a similar technology called E-carrier technol-
ogy. Functionally, it is the same as T-carrier technology, but it has different specifications. 
Table 8-4 is the E-Line counterpart to Table 8-3.

Table 8-3

T-Line levels and specifications

Level 0 Fractional T-Line 64 kbps x number of Number of channels 
 or DS0 channels (but less than 24) purchased

Level 1 T1 or DS1 1.544 mbps 24

Intermediate Level T1C or DS1C 3.152 mbps 48

Level 2 DS2 6.312 mbps 96

Level 3 T3 or DS3 44.736 mbps 672

Level 4 DS4 274.176 mbps 4,032

Level 5 T5 or DS5 400.352 mbps 5,760

   NUMBER OF 64KBPS 
T-LINE LEVEL COMMON NAME T-LINE THROUGHPUT CHANNELS
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Table 8-4

E-Line levels and specifications

Level 0  64 kbps 1

Level 1 E1 2.048 mbps 32

Level 2 E2 8.448 mbps 128

Level 3 E3 34.386 mbps 512

Level 4 E4 139.264 mbps 2,048

Level 5 E5 565.148 mbps 8,192

   NUMBER OF 64KBPS 
E-LINE LEVEL COMMON NAME T-LINE THROUGHPUT CHANNELS

As you can see when comparing Table 8-4 to Table 8-3, the specifications are quite different. 
Aside from different specifications, the European carriers also have a consistent, less confusing 
naming convention.

Asynchronous Transfer Mode (ATM)

ATM stands for Asynchronous Transfer Mode. The name comes from the fact that ATM 
uses asynchronous time division multiplexing to break communications into small frame-like 
segments called cells. Asynchronous time division multiplexing is a multiplexing technique 
that uses time slots to break a communications signal into different channels. It differs from 
conventional time division multiplexing, which breaks a signal into a set number of channels 
at all times without regard to whether the channels are actually being used in any given time 
slot. Asynchronous time division multiplexing only breaks the signals into the number of 
time slots needed to create the number of channels needed for current communications flow 
in any given time frame rather than a set number of channels such as T1s use. This allows 
ATM communications to more efficiently use the bandwidth available to it for communica-
tions purposes.

The ATM cells mentioned earlier are a fixed size. So, unlike frames, which they resemble, 
they are not able to have variable sizes. The set size of ATM cells is 5 bytes for a header and 
an additional 48 bytes for data. Therefore, the total size of an ATM cell is 58 bytes. The 
ATM uses such small cell sizes to speed up transmission across a network connection. The 
small set cell size makes is easier for hardware to switch ATM channels and cells because it 
does not have to take into account differing packet or frame sizes. This results in less delay 
and therefore higher throughput.

There are two types of ATM cells. One type is the NNI ATM cell, which means 
Network-Network Interface ATM cell (NNI). NNI ATM cells are specifically designed 
to manage network-to-network communications. The other type of ATM cell—the UNI 
ATM cell or User-Network Interface ATM cell (UNI)—is intended for use on a user-
owned network as opposed to connecting two networks owned by different users. The 
UNI ATM cell is the most commonly used cell type. Figure 8-11 is a diagram of a UNI 
ATM cell. Notice how much it differs from some of the other protocol diagrams seen 
earlier in this book.

ATM is a connection-oriented protocol that works on the Data Link layer of the OSI Model. 
ATM’s cell model uses properties from both circuit switched networks and small packet 
switched networks, making it a good choice for real-time transport for media such as voice 
and video. ATM is a core protocols used over both SONET backbones, which will be dis-
cussed next, and ISDN backbones, which were discussed previously.

CERTIFICATION READY
What does ATM stand 
for? What is ATM? How 
does ATM differ from 
Frame Relay or T-Lines?
3.4
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Figure 8-11

UNI ATM cell
1 2 3

GFC VPI

VPI VCI

VCI

VCI PT

HEC

48 bytes of payload and padding

if necessary.

4 5 6 7 8

CLP

GFC  – Generic Flow Control (4 bits)

VPI   – Virtual Path Identifier (8 bits)

VCI   – Virtual Channel Identifier (16 bits)

PT    – Payload Type (3 bits)

CLP  – Cell Loss Priority (1 bit)

HEC  – Header Error Control (8 bit CRC)

Legend

Synchronous Optical Networking (SONET) and Synchronous 
Digital Hierarchy (SDH)

Synchronous Optical Networking (SONET) and the related technology Synchronous Digital 
Hierarchy (SDH) are multiplexing protocols used to transfer multiple digital bit streams, also 
called channels, over fiber-optic cables using either lasers or LED (light emitting diodes). Both 
multiplexing protocols can also be used to send multiple digital bit streams over copper wires at 
data rates slower than those possible with fiber optic. SONET and SDH are essentially the same 
technology. The only real difference is that SONET is used in the United States and Canada, 
while the rest of the world uses SDH. Although SONET and SDH were originally intended for 
use with T-carriers, they are now used with such protocols as ATM, TCP/IP, and even Ethernet.

OC-X
SONET has several different level carriers to choose from. These levels are called SONET 
optical carrier levels and are abbreviated OC-x where x is the actual multiple of the base level 
called OC-1. The basic OC-1 level data rate is 51.84 Mbps. Each optical carrier level in turn 
has its own unique frame format. Table 8-4 lists different optical carrier levels, the associated 
frame format, and the data rate available with the associated OC-x level.

CERTIFICATION READY
What does SONET stand 
for? How are various 
SONET technologies 
classified?
3.4

Table 8-4

SONET OC levels and associ-
ated frame formats and data 
rates OC-1 STS-1 51.84

OC-3 STS-3 155.52

OC-12 STS-12 622.08

OC-24 STS-24 1,244.16

OC-48 STS-48 2,488.32

OC-192 STS-192 9,953.28

OC-768 STS-768 39,813.12

OC-3072 STS-3072 159,252.48

SONET OPTICAL SONET FRAME ASSOCIATED SONET 
CARRIER LEVEL (OC-X) FORMAT DATA RATE (IN MBPS)

c08WANTechnologies.indd Page 273  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 273  13/02/12  10:08 PM user-f396 F-396F-396



274 | Lesson 8

Multiprotocol Label Switching (MPLS)

Multiprotocol Label Switching (MPLS) is a relatively new standard approved by the 
Internet Engineering Task Force (ITEF), which is a standard organization for Internet 
technologies. MPLS’s signaling protocols were laid out in RFC 3468, while its framework 
was laid out in RFC 3469. Both these RFCs came out in February 2003. The multiproto-
col part of the name means that MPLS can interact with a wide variety of protocols used 
in network environments. Some of these accessible protocols are ATM, SONET, Ethernet, 
and even IP.

The purpose of MPLS is to speed up the movement of data across a larger network. MPLS 
does this by adding a label to a group of packets that need to be passed on to a specific des-
tination. The number of hops needed to get to the specific destination is listed on the label 
added by MPLS. This speeds up transmission because it bypasses the need for the router to 
determine the next hop for each packet as it arrives. MPLS is especially efficient for end-to-
end connections where all the hops leading up to a specific destination are known. A router 
designed and configured to use MPLS simply needs to check the MPLS label for the next 
hop and then send the packet on its way to its intended destination. No independent pro-
cessing is needed, which speeds up transmission by eliminating a certain amount of pro-
cessing overhead. A router that can use MPLS is sometimes called a label edge router or 
LER. MPLS works with a number of access technologies including T-1s, ATM, Frame 
Relay, and DSL.

CERTIFICATION READY
What does MPLS stand 
for? How does MPLS 
work? What are some 
protocols that can work 
with MPLS?
3.5

Remote access technologies allow end users to access a network and the information located 
on it as if they were directly connected to that network even when they aren’t. This capability 
is widely used by employees who need access to their company’s network and/or proprietary 
information, but due to the nature of their job are not able to work on a company site. Two 
common examples of the types of employees that fall into this category are field engineers and 
sales representatives. There are of course other positions depending on the company that may 
also fall into this category, but these are two of the more common.

Two technologies commonly used in pursuit of remote access are RAS and VPN. Both of 
these technologies are introduced in this section of Lesson 8.

Remote Access Services (RAS)

Remote Access Services or RAS refers to a group of technologies used to facilitate remote 
access to a computer network. Generally speaking, most RAS technologies are software based. 
Many operating systems such as Windows have some type of RAS built into the core of the 
operating system. However, third-party software can also be used for this. One of the bigger 
providers of RAS is Citrix.

For RAS to work, generally both a server and client component are necessary. Many compa-
nies that provide remote access to their networks have one or more servers dedicated to man-

■ Remote Access

THE BOTTOM LINE 

An explanation of remote access is discussed in this section of Lesson 8. The remote access 
technologies RAS and VPN are also introduced. More detailed information about how to 
secure RAS and VPN are found in a later lesson.

XREF

More detailed informa-
tion about RAS and 
VPN can be found in 
Lesson 10, especially 
how these technolo-
gies can be made more 
secure.

c08WANTechnologies.indd Page 274  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 274  13/02/12  10:08 PM user-f396 F-396F-396



WAN Technologies | 275

aging that remote access. Usually, along with a RAS server, you also have to set up a RAS 
 client on the client end. If Windows is used on both the client and server side, then the RAS 
client and servers provided by Microsoft are used. Occasionally, alternatives like Citrix are 
used if access is needed to a large database residing on a mainframe. Citrix also provides third-
party alternatives for the native Microsoft software when additional functionality that is not 
part of Windows is needed, or when the company for some other reason does not wish to use 
the functionality in Windows.

A third-party version of RAS may also be desired if Linux or another non-Windows operating 
system is being used for a company’s network. Though again, other operating systems may 
support other RASs natively. In the case of Linux, there are some versions that have RASs 
built in and some that do not.

Virtual Private Network (VPN)

A virtual private network (VPN) and is a technology commonly used by corporations to 
allow their users to gain remote access to their corporate servers. VPN is commonly used for 
this purpose because it is able to use the Internet to establish these connections. This means 
that field workers can effective gain access to the corporate network anywhere they can get 
access to the Internet. Put another way, VPN is a private method to connect remote sites and 
users together using a public network.

A private network is one that is owned by a specific entity such as a company for its own 
personal use. These networks are sometimes called enterprise network. A public network is a 
network that is available for general public access. The biggest example of a public network is 
the Internet.

There are two major categories or types of VPN networks. Perhaps the most widely 
known type of VPN is a remote-access VPN. The purpose of a remote-access VPN is to 
connect remote users to a corporate network via a public network of some sort, usually 
the Internet.

The second major type of VPN is what is called a site-to-site VPN. This type of VPN is used 
to connect different company-owned sites to each other without going the route of using 
dedicated leased lines such as T1s or ISDN circuits between sites. A leased line is a network 
communications line such as T1s or ISDN that is leased from a telecommunications company 
and is then dedicated to the sole use of the person or company leasing it.

Both types of VPN networks work more or less the same. The main difference is the source of 
the media being used to connect them, whether that media is private or public.

For VPN to work properly there has to be both a client and a server. The server end of the 
VPN generally resides at the company site where the private network being remotely accessed 
is located. The client end of the VPN can be located anywhere on the node to the public net-
work that is being used to access the private network. One interesting feature of a VPN is 
that depending on how it is configured either the client or server end can initiate a VPN con-
nection. Figure 8-12 illustrates a remote access VPN.

In Figure 8-12, a public network is shown with a specified path created for the VPN session. 
Depending on how the VPN is configured, either the client or the server can initialize the ses-
sion. Once the session is initialized, then the client can use the VPN session to gain access to 
the file server on the destination private network via the VPN server. Because the VPN server 
has authorized the VPN client, it is then able to access the private network server as if it were 
directly connected inside the network. The established data path is what the client and server 
use to send data back and forth for the duration of the session.

CERTIFICATION READY
What does VPN stand 
for? How does VPN 
work? What is VPN used 
for?
5.2
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Figure 8-12

Virtual private network (VPN) 
used for remote access

Public Network

VPN Server
VPN Client

File Server on
Private Network

You may have noticed that Figure 8-12 looks remarkably like the Virtual Circuit Switched 
Network discussed earlier in this lesson. This is because VPNs use virtual circuit switching to 
create their remote access connection. Using various protocols such as PPP and PPTP or 
L2TP and IPSec, VPNs establish and secure a virtual circuit through a public network. Once 
the virtual circuit is established, it becomes the VPN circuit for the duration of the VPN ses-
sion being used. As soon as the VPN client or server terminates the session, the virtual circuit 
is released back to the public network. If a new VPN session is then established, a new virtual 
circuit will be created which will most likely follow a different path than the last one.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• About the different types of circuit switching.
• The difference between circuit switching and virtual circuit switching.
• How packet switching works and how it affects network operations in a practical situation.
• What message switching is.
• The different types of transmission media are used in WANs.
• How broadcasts are used to transfer data around a network.
• How microwaves are used in WAN communications.
• How satellites are used in WAN communications.
• How wireless WANs based on Radio Frequencies work.
• How cells are used in wireless WANs.
• What dial-up is and how it works.
• How DSL works.
• How broadband and cable modems are used.
• The different types of DSL.
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• What X.25 is.
• What Frame Relay is.
• How T-Carriers work.
• What ATM is and how it works.
• What SONET and SHD networks are and how they work.
• About the new MPLS networking technology.
• What Remote Access Services are and how they are used.
• What VPN is and what the two main types of VPNs are.
• How VPNs work.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The oldest technology used to switch circuits is called ________________.

 2. ________________ is a variation on circuit switching that establishes a circuit only for 
the duration of a specific network session.

 3. The type of switching the Internet uses is ________________.

 4. E-mail is a good example of ________________.

 5. ________________ is one of the oldest technologies that is still sometimes used for 
creating WAN connections.

 6. The type of ISDN that uses two data channels and one control channel is 
________________.

 7. ________________ is a catchall name for the type of DSL that has different upload and 
download speeds.

 8. ________________ is a type of wired high-speed WAN connection that uses small set-
sized frames called cells.

 9. Those services used by an operating system to allow computers in remote locations to 
connect to them is called ________________.

 10. A common type of remote access that uses a public network such as the Internet to pro-
vide access to a private network is called ________________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. The maximum speed dial-up can achieve is __________________.
a. 1.5 mbps
b. less than 56.6 kbps
c. 128 kbps
d. 64 kbps

■ Knowledge Assessment
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 2. Each B channel in an ISDN circuit is _______________________.
a. 64 kbps
b. 16 kbps
c. 1.544 mbps
d. 144 kbps

 3. A satellite orbit that allows for satellite communications in the far north is called what 
kind of orbit?
a. Geostationary
b. Lagrange
c. Geosynchronous
d. Molniyar

 4. Which of the following are commonly used T-Lines in North America. (Choose all that 
apply.)
a. T1
b. E1
c. E2
d. T3

 5. OC-x lines are multiples of what network speed?
a. 64 kbps
b. 1.544 mbps
c. 51.84 mbps
d. 128 kbps

 6. SONET can be used with which of the following protocols? (Choose all that apply.)
a. Ethernet
b. TCP/IP
c. Token Ring
d. ATM

 7. Satellites commonly use _____________________ to transmit data.
a. Light
b. Shortwave radio waves
c. Cables
d. Microwaves

 8. POTS stands for _____________________________?
a. Plain Old Telephone Service
b. Public Switched Telephone Network
c. Publicly Owned Telephone System
d. Publicly Owned Telecommunications System

 9. VPN most commonly uses a _________________ to access a ____________________. 
(Choose two.)
a. Dial-up
b. Public network
c. Private network
d. ISDN

 10. Which operating systems have some form of RAS built into them? (Choose all that apply.)
a. Windows 7
b. Windows Server
c. Most Linux Distros
d. DOS
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Lab Exercises
■ Lab 1

Researching Local WAN Providers

The purpose of this lab is to have the student research local ISPs in order to determine what 
WAN technologies are available in their area. After completing this lab, the student will know 
what local ISPs provide WAN services and what WAN services are available. They will also 
know the general cost of such WAN services.

(Note: This project can be done individually or in groups. If done in groups, this is a great 
project to teach students how to do group presentations and projects. Working on a project as 
a group is something the student will often have to do in the working world.)

MATERIALS

• A computer with access to the Internet

• Paper

• Pen or pencil

THE LAB

Find Out Which Local ISPs Provide WAN Services 
in Your Area

 1. Get on the Internet and search for local ISPs that are found in your area.
  Some examples may be AT&T, Verizon, Cox Cable, Bright House, Century Link, and others.

 2. Once you have determined what ISPs are found locally, go to their company web sites 
and determine which ones provide WAN services.

 3. After determining which ISPs provide WAN services, find out how to contact them and 
ask them what specific services they provide and what their rates are. You may have to 
call them or e-mail them, or the information may be found directly on their web sites.

 4. If you have to call or e-mail the ISPs to find out about their WAN services, let them 
know that you are a student doing a research project for school. Upon hearing that you 
are a student doing a school project, most ISPs will be more than willing to help you.

Report What You Discovered about Local ISPs

 1. Once you have gathered all the information you can from the various ISPs in your area, 
you will need to put it all together in a report and/or a presentation.

a. The types of technologies available from the ISPs.

b. A cost comparison of the various WAN technologies offered by the different ISPs.

c. The advantages and disadvantages of each of the WAN options.

d. Any additional benefi ts offered by the ISP for choosing specifi c WAN options.

e. What you or your group’s recommendation is of the best option to choose and why.
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 2. The information gathered can be presented in the form of a report, proposal, or 
PowerPoint presentation. The final form of the report should cover all details outlined 
here as well as any additional criteria the instructor decides is relevant. If the PowerPoint 
format is chosen, it is recommended that the students all be required to present their 
presentations so they can have some practice giving PowerPoint presentations to a group 
of people. Being able to effectively present a report using PowerPoint is a very important 
skill that is often called upon in the working world.

■ Lab 2

Setting Up a VPN Using Windows 7

The purpose of this lab is to familiarize the student with what they will need to do to set up 
a VPN in a Windows 7 environment from the client’s side. After completing this lab, the stu-
dent will be able to set up a client VPN connection using Windows 7.

MATERIALS

• A computer running Windows 7

• Paper

• Pen or pencil

THE LAB

Set Up VPN

 1. Go to the Start Menu and type Setup VPN in the Search Bar. Figure 8-13 illustrates the 
result of doing this.

Figure 8-13

Entering Setup VPN in the 
Start Menu Search Bar

c08WANTechnologies.indd Page 280  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 280  13/02/12  10:08 PM user-f396 F-396F-396



WAN Technologies | 281

 3. Write down all the options you see available in the VPN Connection Creation Wizard 
on a separate piece of paper.

 4. Place the IP address or the server name your instructor tells you to on the line labeled 
Internet Address. If your instructor does not have an IP address or server name for you, 
any random IP address will do for the purposes of this lab. However, if a random IP 
address is used, you will not be able to establish a VPN connection.

 5. Make sure that a check is placed in the box next to the Don’t connect now; just set it up so 
that I can connect later label.

  The reason for doing this is so that the Wizard can be completed in the event that you 
do not have a VPN server to connect to. When you are done, your screen should look 
similar to Figure 8-15.

Figure 8-14

VPN Connection Creation 
Wizard

Figure 8-15

VPN Connection Creation 
Wizard after it has been filled 
out according to the instruc-
tions presented in this lab

 2. Click on the option that says Set up a virtual private network (VPN) connection. There is 
a good chance that this is the only option available to you.

  After clicking on this option, your screen will look similar to Figure 8-14.
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 6. Click the Next button. A window similar to the one shown in Figure 8-16 should 
come up.

Figure 8-16

VPN Connection Creation 
Wizard after the Next button 
has been clicked

Figure 8-17

VPN Connection Creation 
Wizard after all the relevant 
user information has been 
entered

 7. Place a username and password in the appropriate boxes.

  If you are setting up a real VPN connection, make sure that both the username and the 
password you enter are valid. Also make sure that you enter the valid Domain if needed. 
Your instructor can help you determine the information needed if you are setting up a 
real VPN connection.

  If you are not setting up a real VPN connection, then place any username and password 
you wish in the appropriate boxes. A Domain is not needed.

  When you are done, your screen should look similar to Figure 8-17.
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 8. Click on the button labeled Create at the bottom of the window. A screen similar to the 
screenshot found in Figure 8-18 will come up.

Figure 8-18

VPN Connection Creation 
Wizard after clicking the 
Create button

Figure 8-19

Network Connections Pop-Up 
Window

 9. You are not able to connect to your newly created VPN by clicking on the Connect now 
bar. Click on the Close button to close the VPN connection window.

 10. If you wish to use the VPN connection in the future, simply click on the Network 
Icon found in the System portion of the taskbar found at the bottom of the Windows 
Desktop. You will see a pop-up window telling you all the network connections that 
are available to you. Figure 8-19 shows what the Network Connections pop-up window 
looks like.
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Figure 8-20

VPN Connection Window

 11. Left-click on the connection you just created and a Connect button will appear in the 
Network Connections pop-up window. Left-click on the Connect button. Figure 8-20 
shows you what will come up.

 12. If you created a real VPN connection, then put in the appropriate Username, Password, 
and Domain and then click the Connect button. This will connect you to the VPN you 
just set up. If you did not create a real VPN connection, then simply click the Cancel 
button.

c08WANTechnologies.indd Page 284  13/02/12  10:08 PM user-f396c08WANTechnologies.indd Page 284  13/02/12  10:08 PM user-f396 F-396F-396



285

Basic Network 
Security

E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Network Security 
Considerations

Basic Network Security Explain common threats, 5.4
Threats vulnerabilities, and mitigation
 techniques.
 • Wireless:
  • War driving
  • War chalking
  • WEP cracking
  • WPA cracking
  • Evil twin
  • Rogue access point
 • Attacks:
  • DoS
  • DDoS
  • Man-in-the-middle
  • Social engineering
  • Virus
  • Worms
  • Buffer overflow
  • Packet sniffing
  • FTP bounce
  • Smurf

Countering Basic Given a scenario, use the 4.4
Security Threats appropriate network monitoring 
 resource to analyze traffic.
 • SNMP
 • SNMPv2
 • SNMPv3
 Explain methods of user 5.3
 authentication.
 • PKI
 • Kerberos
 • AAA (RADIUS, TACACS+)
 • Network access control 
    (802.1x, posture assessment)
 • CHAP
 • MS-CHAP

LESSON 9
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 • EAP
 • Two-factor authentication
 • Multifactor authentication
 • Single sign-on

After an Attack  Explain common threats, 5.4
Has Occurred vulnerabilities, and mitigation
 techniques.
 • Mitigation techniques:
  • Training and awareness
  • Patch management
  • Incident response

Network Tools that Can
Be Used for Good or Bad

Network Access Control (NAC)

packet analyzer

packet sniffer

phishing

physical security

port scanner

private key certificate

private key encryption

Public Key Infrastructure (PKI)

remote access

Remote Authentication Dial-In User Service (RADIUS)

Remote Shell (RSH)

rogue access point

Secure Copy Protocol (SCP)

Secure File Transfer Protocol or SSH File Transfer 
 Protocol (SFTP)

Secure Shell (SSH)

Simple Network Management Protocol 
 version 3 (SNMPv3)

smurf attack

social engineering

spyware

TELNET

Terminal Access Controller Access-Control
 System Plus (TACACS+)

Trojan horse

virus

worm

K E Y  T E R M S

802.11x

AAA (authentication, authorization, accounting)

attackers

authentication

botnet

certificate

certificate authority

Challenge-Handshake Authentication Protocol (CHAP)

Denial of Service (DoS)

digital certificate

dumpster diving

Extensible Authentication Protocol (EAP)

File Transfer Protocol (FTP)

fraggle attack

holder

Hypertext Transfer Protocol (HTTP)

Hypertext Transfer Protocol Secure (HTTPS)

identity theft

intrusion detection software (IDS)

intrusion prevention software (IPS)

Kerberos

local access

macro

macro virus

malicious software

man-in-the-middle attack

Microsoft Challenge-Handshake Authentication 
 Protocol (MS-CHAP)
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■ Network Security Considerations

THE BOTTOM LINE 

Networking leaves computers susceptible to security threats. This lesson covers security 
threats, how to combat threats, and what to do after a security violation has taken place. 
If a computer is attached to a network in any way, it is vulnerable to outside attack. 
Therefore, if you have a network of any sort in your home or work, you need to take into 
consideration what network security threats are there and how to deal with them.

The first step to minimize network security threats in a corporate or business environment is 
to have a comprehensive network security policy for your business. Your policy should address 
the following security  considerations:

• What security threats does your organization have to combat?

• What can you do to combat a security threat?

• What should you do after a security violation has taken place?

This lesson deals with each of these considerations in detail.

■ Basic Network Security Threats

THE BOTTOM LINE 

This portion of Lesson 9 outlines the various threats that are typically seen on a computer 
connected to or on a network. This section discusses various types of malicious software. 
Additionally, the differences between viruses, worms, and trojans are discussed. Finally, 
this section of Lesson 9 outlines a couple of common attacks and vulnerabilities found 
on networks.

First, you need to answer the following questions: “What security threats does my company 
have to combat?” and “Are there security threats that are common to the entire network?” 
Next, you need to look at the unique threats that exist for your company or for specific por-
tions of your company. It is important to realize that different companies in different lines of 
business have different priorities and needs when it comes to network security. This fact leads 
different companies to take different measures in addressing threats that they consider specific 
to their situation. The most important thing is that a company is looking at security threats 
and trying to address them. As long as a company is at least aware of the specific threats out 
there to their own line of business, and are taking steps to address them, they are on the right 
track. As the saying goes, “knowing is half the battle.”

Too often, companies—especially smaller ones—do not even think about these things. A com-
pany that is not thinking about security issues is already at great risk and vulnerable to attack 
from outside groups or individuals. However, this issue is not limited to companies or busi-
nesses; it is also a problem in our homes as well. In fact, many small-time hackers (sometimes 
called script kiddies) actually actively target home computers. As the very first sentence of this 
lesson said, any computer connected to any type of network is vulnerable to being attacked. 
The Internet is the biggest and least controlled network out there. This means that any com-
puter connected to the Internet is by definition at risk and you should take steps to protect it.

CERTIFICATION READY
What are some common 
security threats to a 
network? What are some 
ways to mitigate those 
threats?
5.4

Allen Fox is the IT manager of a large call center. There have been a number of problems in his call 

center related to basic security threats such as spyware and viruses. Allen determines that one way he 

can minimize these problems is to educate the people who work in the call center about basic secu-

rity problems. What things should Allen include in his education plan for the call center employees?
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Social Engineering

With all this talk about network security vulnerabilities, people tend to think of hackers in 
dark rooms with lots of computers trying to break into the computers and networks of unsus-
pecting individuals and companies or of secret agencies in one country trying to break into 
another country’s computer systems. While all this does go on and people like this are most 
definitely a threat, they are not the biggest or most dangerous threat to a network. In fact, the 
most dangerous threat to a network does not even need to include a computer!

How can that be? How can something be a threat to a computer network without even 
needing a computer? The answer is something called social engineering. Social engineering 
has been around for as long as one group or person wished to hide something from another 
group or individual. The goal of social engineering is to trick or manipulate a person into 
revealing important information. Once the important information has been revealed, it can in 
turn be used for other nefarious purposes.

Some of the most effective means of social engineering do not even require the use of a computer, 
and these means can be wide and varied. A social engineer may convince you he or she is your 
friend in order to get you to reveal important information. They can engineer different social situ-
ations where you feel you can give them the information they wish to know. They can get to know 
information about you and use that to deduce the information they wish to know. The means a 
social engineer can use to manipulate a person are endless. The 2002 movie Catch Me if You Can 
illustrates this point very well. What makes this movie so good is that it is about a real person, and 
the exploits, while presented in a humorous light, are based on real things this person did.

A famous hacker named Kevin Mitnick once commented that it was much easier to trick a person 
into revealing a password to a system than it was to actually crack into the same  system. You can 
find out more about Kevin Mitnick’s comments in the books on hacking that he has co-authored.

This in a nutshell is what social engineering is all about. Social engineers manipulate people in 
order to gain access to a network rather than spending the time and effort needed to break into 
the network in a more “traditional” manner. The so-called traditional method of breaking into 
a network takes lots of know-how and time, and hackers run a higher risk of getting caught. 
Manipulating people on the other hand carries a lower risk and is often less time consuming. 
The best way to avoid social engineering is to make your employees aware of the danger and 
train them to report people they believe are trying to manipulate information out of them.

PHISHING
In the simplest terms phishing is using various means to trick people into revealing passwords, 
account numbers, social security numbers, and various other sensitive pieces of information. 
This is done under the disguise of asking users to providing the information to legitimate 
 organizations. Many times e-mail and instant messaging are used in this attempt.

There are several pretty common scenarios that all qualify as phishing. One common scenario 
is getting an e-mail from Nigeria or some other place explaining how if you send them a cer-
tain amount of money you can make a lot more. This scenario went around a few years back. 
The goal of this phishing attempt was to get you to send bank information or money to the 
people perpetrating the phishing scam.

Another common phishing scam is an e-mail that purports to be from a reputable bank, 
maybe even the bank at which the user banks. In this version of a phishing scam, a reason is 
given as to why the person receiving the e-mail needs to update their banking information. 
The e-mail usually contains a hyperlink to a web page that looks like the legitimate website 
of the bank the e-mail is supposed to come from. The website then asks for information like 
account numbers, passwords, and/or pin numbers. The perpetrator of the attack then uses the 
provided information to raid the victim’s real bank accounts.

One way to tell a fake website from a real one is to look at the URL. If the website you are sent 
to is bogus, it will not contain the domain name of the bank the website purports to represent. 

CERTIFICATION READY
What is social 
engineering? Why is 
social engineering 
considered a network 
security threat? What is 
the best way to mitigate 
social engineering?
5.4
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Another thing to keep in mind is that banks and other legitimate institutions are not going to 
ask for sensitive personal data to be input into a public website. If the bank or other financial 
institution really does need your personal information, they will ask you to come into a local 
branch to confirm the information.

Websites have developed a few ways to counter these kinds of threats. One of the most com-
mon is to have an identifying picture that the end user has to verify before they are able to 
access their personal information or money. Another way is to have identifying questions that 
have to be answered before access in granted. Other methods have also been developed.

STEALING PASSWORDS
Stealing passwords can be done in a number of different ways. The reason hackers attempt to 
steal passwords is because it is easier to steal a password to break into a computer system, than 
it is to use brute force to break into the same computer system. Phishing as discussed earlier is 
one way to steal passwords, but there are many more ways as well.

Part of what makes it easy for others to steal passwords is the nature of the passwords that 
many people use. They use obvious phrases like the names of their children or friends, their 
birth dates, their favorite color, the name of their pets, and others. People do this because it is 
easier to remember these kinds of passwords. The problem is that if a password thief spends 
just a few minutes talking to the user and asking questions about family, pets, friends, and so 
on, they will gather enough information to be able to guess the user’s password.

This brings us to another way that passwords can be stolen. If passwords are written down some-
where, then they can be found and used by someone else. In point of fact, if you were to go into 
any place of business where computers and passwords are widely used by the employees, you 
would be surprised at the number of passwords you would be able to find, simply by looking 
around the premises. If you were on the custodial staff and worked after hours, you would espe-
cially be able to find a large number of passwords because people often write down their passwords 
and then hide them so that no one can find them. Passwords are “hidden” under the desk calendar, 
under the telephone, under the mouse pad, in the desk drawer under the paperclip tray, under the 
computer keyboard, in a desk drawer stuck to the bottom side of the desk on a sticky note, hidden 
in a “note” written on the desk calendar, under a book, under a knickknack on the shelf, or any 
number of similar locations. Looking in these and other similar places could yield a large number 
of company passwords. The best way to avoid passwords being exposed in this way is to train your 
employees to not write down passwords by teaching them how to create passwords that they can 
easily remember but that are hard to crack. What follows is one such method.

In order to make a password harder to guess, but still easy to remember, there are a couple of 
different tricks that you can use. One really good trick to make a password easy to remember 
but hard to guess is to use a phrase and modify it in a way that’s personal to the person creat-
ing the password. A good example is the phrase “Coke is the one for me” from an old com-
mercial. To make it harder to guess, you could modify it to be CokeIsTheOneForMe. This 
causes the password to include upper- and lowercase letters. It could be further modified to 
CokeIsThe14Me. This adds numbers. Finally you could substitute special characters for specific 
letters. An example of this is (okeI$The14Me. This replaces the letter C with the “(” symbol 
and the “s” with the “$” symbol. Taken together, this creates a very complicated password that 
is also easy to remember. If this password is placed in the password strength checker at www.
passwordmeter.com, it receives a strength rating of 100%. This same technique can be used on 
any phrase that is significant to a person with similar results. It is also almost impossible to guess 
unless you tell someone about the technique you have used to  create your password.

IDENTITY THEFT
Identity theft is one type of social engineering that has been in the news in recent years. Identity 
theft is the act of presenting yourself as someone you are not in order to steal in one way or 
another from the person you are presenting yourself to be. One of the more common ways of 
doing this is to steal a pin and/or bank account number and present yourself as being the legiti-
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mate owner of the bank account and then withdrawing money that does not belong to you. 
Other ways of stealing an identity involve using phishing techniques to steal more elaborate per-
sonal information and use it to do anything from stealing money directly from people’s accounts 
to establishing credit accounts in the other person’s name without them knowing about it.

One way to protect yourself from identity theft is to keep a close eye on any financial activi-
ties that take place in your name. You can do this yourself by getting regular credit reports 
from the various credit reporting agencies such as Equifax and others. All of these credit 
reporting agencies provide services that allow you to access your credit reports online. 
Sometimes obtaining these reports costs money and sometimes they can be obtained free on 
a limited basis. There are only three credit reporting agencies in the United States, and you 
should get regular reports from each of them if you want to protect your identity.

Alternatively, you can pay a third-party organization to constantly monitor your financial 
activities for you and report to you when something happens outside of your normal activi-
ties. You should also make sure that the third party you hire gives you regular activity reports 
either on a monthly or quarterly basis. You should also make a point of actually reading the 
reports they give you in case they missed something.

There are several third-party organizations that specialize in protecting your identify. Most of 
them advertise on television and radio and through other media. You should research multiple 
identity guarding organizations before making a choice about which one to use. You should 
also know that many credit card companies provide similar services and you should look at 
them as well before making a final decision about who will help protect your identity. If you 
choose the services of a third-party organization in this endeavor, you should regularly evalu-
ate whether they are continuing to serve your needs or if you need to find a new service. These 
organizations work for you, not the other way around, and they should treat you accordingly.

DUMPSTER DIVING
Dumpster diving is another form of social engineering, but is not limited to just obtaining infor-
mation about people. Put simply, dumpster diving is the act of going through someone’s garbage 
looking for personal information that can be used to steal their identity in one way or another. 
One very popular target of dumpster divers is preapproved credit card applications. A dumpster 
diver can use that application and pretend to be the person the application is for, thereby opening 
a credit card account in that person’s name. Even though the person whose name appears on the 
card doesn’t know about the credit card, they are still responsible for paying the bills run up by 
the other person. The best way to avoid this kind of situation is to use a paper shredder to shred 
any documents that can be used in this manner before throwing them out.

As mentioned before, while dumpster diving can be used to steal a person’s identity, there are other 
things that dumpster diving can be used for. Really any personal or private information that can be 
found in a person or company’s garbage is fair game for dumpster divers. A good case in point is 
what supposedly happened some years to a software company. One of that company’s developers 
had a hard copy of the source code for one of the company’s programs. When the developers were 
done with the hard copy, they accidentally threw it out with the trash. A dumpster diver found the 
source code and published some of it on the Internet. Assuming the story is true and not a hoax, it 
is a case where dumpster diving was used for something other than identity theft.

Malicious Software

Malicious software is a broad category that includes any software that is used against a com-
pany or person. The intent behind the malicious software can vary widely. It can be intended 
simply as a harmless prank all the way up to a deliberate attempt to cause extreme harm to a 
person’s or company’s computer systems. Malicious software can also be intended to capture 
information from someone that they would not normally release. This stolen data can be used 
for anything from stealing an identity to carrying out targeted marketing.
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SPYWARE
As its name implies, spyware is a category of malicious software that is intended to spy on a 
computer system’s user and obtain information that the user would not normally allow to be 
know. The purpose of spyware is to obtain personal or private information without the user 
being aware that the information is being taken.

There are quite a few different ways that people use to place spyware on unsuspecting victims’ 
computers. Some obvious methods are to add the spyware into an attachment on e-mail so 
that when a person opens the attachment, the spyware is installed. This used to be a common 
way to place spyware on a computer, but it is not very effective today because most e-mail 
providers take measures to prevent that from happening.

A more subtle way to slip spyware onto a computer is to have it install when some other piece of 
“legitimate” software is installed. This is by far the most common way to place spyware on some-
one’s computer. One of the first programs to do this is a program called Comet Cursor. This pro-
gram from the 1990s gave the person who installed it the ability to have multiple cursors and to 
change them. Unfortunately, it also placed software onto the computer that reported back to the 
creator of Comet Cursor what a person’s Internet surfing practices were. This information was then 
sold to marketers who used it to target those specific people for goods and services via e-mail.

Another early program trick used to plant software from the late 1990s is something called 
Webshots. This program allowed people to take electronic pictures and use them as rotating 
backgrounds and screensavers. It was extremely popular in its day and is still around today. 
However, what the people who loaded this program on their computer did not know was that 
it also loaded a program called Gator that stole any personal information they typed into their 
computers and passed it back to the creators of Gator. The catch with Gator was that there 
was no way to remove it from the computer short of a registry edit. This meant removing 
it was beyond the ability of most end users even if they did an Uninstall through the Add/
Remove apps in the Control Panel of their computers.

Aside from using spyware to steal information for marketing and other purposes that most end 
users would not want on their computers, there is also a more sinister use for spyware—to steal 
people’s credit card numbers for use in identity theft. Additionally, hackers can use spyware to 
gather all the information they need to gain control of your computer for their own purposes.

One extreme case of this happened in the 1990s when a ring of criminals gained access to the IP 
addresses and names of shared folders on people’s computers. These criminals then used those 
shared folders to store illicit pictures on the computers of the unsuspecting victims. Before law 
enforcement finally figured out what had happened, a number of good and upstanding people 
were charged with possession of various types of illicit pictures and had their names dragged 
all through the national press, even though they had not actually done anything wrong. Many 
of these people were pillars of the community they lived in, and their reputations were utterly 
destroyed. Even though the charges were later retracted, the damage to these people’s reputations 
had already been done. Many of them lost their jobs and positions in the community, and some 
of them even to this day have not fully recovered from it. Because of these events, laws were 
changed about when possession charges of various illicit types of images can be made public.

VIRUSES
Computer virus is a kind of catchall term that many people use to describe a wide variety 
of malicious types of programs. However, the term virus technically refers to a very specific 
type of malware. Specifically, a virus is a type of malicious software that modifies the code of 
 existing programs in an attempt to cause harm, reproduce itself, and/or to escape detection.

To illustrate how a virus works, we discuss a specific type of virus—a macro virus—that was 
common in the mid to late 1990s. A macro virus is a virus that attaches itself to the docu-
ments produced by common software applications. Using the macro language of the software 
application in question, a macro virus is able to alter documents created within that applica-

CERTIFICATION READY
What is a virus? How 
does a virus differ from a 
worm or a Trojan?
5.4
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tion. A macro language is built into a software application that was intended to automate 
specific tasks within that application. A macro language is very specific to a particular applica-
tion; there is no single universal macro language used by all applications. Automations and 
alterations of a document via a macro language are attached to the document and are  generally 
called macros. Depending on how versatile the macro language of the software application is, 
macros can be used to do everything from automatically filling in common information and 
altering the appearance of the document to changing how the entire application behaves and 
even to wiping whole files and even hard drives.

Microsoft Office was a favorite target of macro viruses; it was targeted so often because it was 
widely used in the business world and had a very powerful macro language. It was even possible to 
wipe whole hard drives using the Microsoft Office macro language. There were macro viruses in 
Microsoft Word that changed normal polite words to vulgar and rude words, caused letters to drop 
randomly off a document, and even replaced whole paragraphs of a document with rude messages.

These macro viruses spread by attaching themselves to any Word documents they found on any 
drive they were currently residing on. When a worker took a document on a floppy disk home to 
work on it on their infected home computer, any document they had on their home computer 
would see the uninfected document on the floppy disk and infect it. Then the worker returned to 
work the next day and copied the infected file to their local work computer. The macro virus was 
now attached to the file they brought from home and would seek out any uninfected viruses on 
the new local computer and infect them. When any file was then shared from that computer to 
other computers in the company, those computers would also become infected.

Later macro viruses can actually take code from different documents infected with different 
macro viruses and randomly combine the infected code to change the effect the macro virus 
has on a document. Sometimes the combined code negates itself; sometimes it makes the 
virus weaker and less of a threat; sometimes in makes the virus much worse. There simply is 
no way to tell what will happen until the virus shows up.

In an attempt to counter macro viruses, as well as other types of viruses, different solutions 
were developed. One such solution, and the one that ultimately turned out to be the best, was 
the invention of anti-virus software. This software was designed to go looking for viruses and 
destroy them before they could cause damage. The role of this software has since expanded to 
combat other types of malicious software threats, including spyware.

Microsoft also took steps to limit damage by macro viruses by not allowing Office to run 
macro code in an application without first warning the user that macros are present in a spe-
cific document. Once the end user is warned that macros are present in a specific document, 
they are given the option of either continuing to run the document or turning off the macro. 
Microsoft still does this today, but not many documents actually use macros any more. You 
will however, occasionally see the message pop-up.

WORMS
Worms are often called viruses, but in point of fact they are a totally different type of malware. 
A worm is a malicious program that is placed on a computer and then activated. When a worm 
is activated, it executes a program that is designed to cause some kind of harm to the computer 
or user using the computer. The way worms get on computers varies. Most commonly worms 
are snuck onto a computer as attachments to e-mails or as addendums to web pages. When a 
worm gets on a computer, it attempts to replicate itself and carry out whatever function it was 
programmed to do. These malicious functions can be as benign as copying personal information 
from the computer to the worm’s originator or as malevolent as  formatting an entire hard drive.

The key to identifying a worm as opposed to some other type of malicious hardware is in how 
it presents itself. A virus adds additional code to an already existing program to cause prob-
lems. A worm does not try to add code to another program or to masquerade as a legitimate 
program. A worm is a full program by itself. There are a number of ways that worms can 
get on a computer. E-mail attachments at one point were one of the most common ways to 

CERTIFICATION READY
What is a worm? How 
does a worm differ from 
a virus or a Trojan?
5.4
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achieve this. The very act of opening an e-mail with a worm attached was enough to load the 
program. Many of the “free” programs you are able to download onto your computer and use 
actually contain worms. This is a very common way that spyware gets on people’s computers. 
When you download and install a free program that does some useful or cool thing that people 
want, an additional program is added to your computer. This additional program is a worm 
that is designed to do something that you may not want it to do such as collect information 
about your web surfing habits and forward them to the company that created the “free and 
useful” program you just installed. Some of these worms even ask permission to be placed on 
a computer. This is done by having a check box automatically turned on that adds some kind 
of browser add-on or other program that is actually the worm/spyware that was the main rea-
son the free and useful program was created in the first place. If you do find a free program 
that you really want to use on your computer, make sure that there are no hidden programs or 
agendas attached to it before installing. You should be warned that even some “open source” 
programs will have worms as spyware attached to them; although, with true open source pro-
grams you always have the option of turning off the add-on before you install.

TROJANS
Trojans, also known as Trojan horses, are malicious programs that are very similar to worms. 
However, instead of just attempting to enter a computer via some secondary avenue like 
worms do, Trojans actively masquerade as legitimate programs that belong on your computer. 
Your computer runs the malicious program without being aware that it should not. The 
creator of a Trojan will take a legitimate program such as a “winsock.dll” program, or other 
programs, and replace it with a different program of the same name and place it in the same 
location. Then, when a Trojan is snuck onto a computer, the computer will see it as a legiti-
mate program and not interfere with it. This allows the Trojan to do whatever it was designed 
to do without interference from the system and gives the originator of the Trojan several 
advantages. One it allows the program to sneak onto the target system without the system 
realizing it does not belong there. More troubling, once the Trojan gets on the target system, 
it can start running without the system reacting to it because the system thinks it is a legiti-
mate program doing what it is supposed to do. Many “botnet” programs work like this.

A botnet is a group of computers that have been compromised by a single hacker or a group 
of hackers. Once these computers have been compromised, the hacker can use the computer 
to do things that the owner would not want it to do. The worst thing about a botnet is that 
 botnets allow multiple computers to work on different pieces of the same problem, which allows 
much more difficult problems to be solved than what a single computer could do by itself.

A legitimate example of how botnets can solve very complicated problems more quickly and 
efficiently than a single computer is a project from the 1990s called SETI@Home. This project 
got people to knowingly and voluntarily put a program on their computers that was designed 
to take data from radio telescopes and analyze it looking for signals that may have deliberately 
been sent by extraterrestrial civilizations. Because of the huge amount of data recorded by radio 
telescopes around the world, it was impossible for even a supercomputer to analyze the avail-
able data looking for that one small signal that may have been sent by ET. In fact there was so 
much recorded data that it would have taken even a supercomputer many decades to analyze 
all the stored data, not counting any new data that was captured. As a solution to this, the 
SETI people came up with the idea of getting millions of computers to analyze small amounts 
of recorded data looking for ET instead of having just one large computer analyzing all the 
recorded data looking for ET. By chopping up this huge problem into many very small pieces 
and allowing millions of computers to analyze it, the impossible task before SETI became 
doable in just a couple of years. The program given out by SETI@Home to analyze the data 
only took a small portion of any computer’s processing time to work, so it did not interfere 
with the user’s normal computer usage. Incidentally, they never did find a signal from ET.

Hackers use the same idea, but for malicious purposes instead of benign purposes. Hackers 
sneak a program onto a computer in the form of a Trojan so the computer will run it as if 
it were a legitimate program. However, the end user is not told about the program, nor is 
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their permission asked to place the program on their computer. Once a hacker, or group 
of  hackers, feel they have enough computers with their malicious Trojan installed on them, 
they then send an order out to the compromised computers to carry out some task the hack-
ers assign them. These tasks can be a wide range of things. One use for botnets in the past, 
and still in the present, has been to launch Denial of Service (DoS) attacks against specific 
computers with the goal of making those computers unable to do what they are supposed to. 
More about DoS attacks will be discussed later in this lesson.

Botnets have also been put to use cracking passwords captured from a network. In fact, 
not too long ago, a rather large financial institution had a large number of accounts and 
their passwords compromised by a hacker using the method just described. After the hacker 
 captured a large number of accounts and their passwords from the large financial institution, 
they used a botnet to crack the passwords on the compromised accounts.

Table 9-1 contains a summary of each of the malicious software types just discussed. It 
 contains the name of the malicious software type and a brief description of each type. This 
table is useful for keeping the four malicious types of software discussed straight and for 
learning the differences between them.

Table 9-1

Summary of Different Types of 
Malicious Software

MALICIOUS SOFTWARE TYPE CHARACTERISTICS

Spyware  Software that is slipped onto a computer for the purpose of 
 gaining private information about the target computer or how the 
computer is used. Spyware can be slipped onto computers via web 
browsers, by tricking people into installing it along with  software 
they intended to install, through e-mail, or by other means.

Viruses  Malicious code that attaches itself to legitimate programs and/
or data files that are then altered so that they do something 
malicious in addition to or instead of their normal activities. The 
malicious code usually contains instructions on how the virus can 
replicate itself.

Worms  Complete stand-alone programs that are smuggled onto a com-
puter via some legitimate-seeming method. These programs are 
designed to carry out specific instructions that are detrimental to 
the computer or its user in some way. Many spyware programs 
are actually worms in nature. Worms are also used to take  control 
of computers without their users being aware of this. E-mail and 
Instant Messaging programs are favored methods used by hackers 
to smuggle worms onto targeted computers. Worms often carry 
code within them that allows them to smuggle copies of them-
selves onto other computers.

Trojans  Trojans are similar in their behavior to worms. However, where 
worms are full-blown programs that try to secret themselves onto 
computers, Trojans use existing legitimate programs and replace 
them with false programs using the same name and file location 
on the computer. This causes operating systems and other pro-
grams to execute the Trojans instead of the legitimate program 
they think they are executing. When this is done, the Trojan then 
carries out its true malicious intent instead of the legitimate 
actions the program it is replacing would carry out. Trojans are 
a favorite method used by hackers to get illegitimate access to 
computers and networks.
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Threats from Attackers

There is a common thread found throughout our discussion of malicious software so far: 
attackers or hackers are attempting to get something from or do something to end users that 
the end users do not want them to get or do. The following discussion is about what some of 
those threats are and what the hackers are trying to accomplish by carrying them out.

SOCIAL ENGINEERING
We have already discussed social engineering. However, it needs to be repeated that social 
engineering is perhaps the single biggest threat from an attacker that a network can face. The 
only way to effectively guard against a social engineering attack is to make sure that all the 
people that have access to a network understand what social engineering is and be trained 
to recognize it when they see it. You can also make sure that all the users of a network are 
trained to take steps that make it harder for attackers to social engineer the network. Some 
of these steps could be using passwords that are not based on a personal piece of information 
and not writing down passwords under any circumstances. You should also train your net-
work users to report cases of social engineering that they may see going on around them or 
when they suspect that someone is trying to social engineer them.

DENIAL OF SERVICE (DOS) AND DISTRIBUTED DENIAL 
OF SERVICE (DDOS) THREATS
Denial of Service (DoS) attacks do exactly what they sound like they do, they attempt to 
deny computer services in some way or another. This may sound like a small thing, but in 
reality, it is quite large. In fact, some of the most financially damaging attacks against com-
puter networks to date have been of this type. An example of this happened back when 
Amazon.com, eBay, Yahoo, and other companies were still fairly new. A group of hackers 
decided to launch a massive DoS attack against these companies and others and managed to 
bring their web presences down all at once for anywhere from hours to a few days. The esti-
mated financial damage caused by these attacks in the form of lost revenues was in the many 
millions of dollars. This happened back in February 2000. Interestingly enough the attack 
was accomplished by using a number of an early kind of botnet called zombie networks, 
which were built using Trojans, specifically a variation of a Trojan called SubSeven.

The type of DoS attack just described is called a Distributed Denial of Service (DDoS) attack. 
A DDoS is a DoS that is launched from many points at the same time using large numbers 
of compromised computers. These DDoS attacks can be launched from multiple locations 
against just one target, or against multiple targets all at once. Figure 9-1 contains a diagram 
showing how computers are subverted into becoming zombie networks or botnets. In the 
 figure, an attacker has used the Internet to infect numerous home computers with some type 
of worm or Trojan allowing the attacker to control all the infected computers in some way.

CERTIFICATION READY
What is a DoS? What is 
the purpose of a DoS? 
What is a common 
variation on a DoS?
5.4
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Figure 9-1

Forming a zombie network 
or botnet
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There are many ways a DoS attack can be carried out. Some DoS attacks target resources on a 
system such as overflowing a device’s buffer memory so legitimate packets cannot be  processed, 
consuming a server’s communications bandwidth so it cannot communicate to the outside 
world, or even overloading a device’s processing power by making more requests than the pro-
cessor can handle. The bottom line is that the objective of a DoS attack is to take away the abil-
ity of the target to carry out its normal function, thus denying the use of that device to those 
who legitimately need it. Another way to cause a DoS attack is to exploit a flaw in a device’s 
hardware or software, including the operating system, so that the device is not able to work 
properly. A sufficiently severe attack against the right kind of target can even cause a device to 
be physically unusable. This can be done by physically damaging some part of the device such 
as its hard drive by causing it to be trashed to the point of physical  damage. A system or device 
can also be taken out by forcing a re-install of its software. This could cause so much damage 
to the operating system or other software that only a fresh install of the software will restore the 
system. In Figure 9-2, the hacker first (1) uses the Internet to compromise a large number of 
personal computers. The hacker then (2) takes control of the computers that have been com-
promised. And finally, (3) the hacker orders the compromised computers to flood a target server 
with large numbers of requests in order to overload and disable the system.

There are many devices other than computers that can also be brought down by a DoS attack. 
All it takes is a proper understanding of how a specific type of device works and how you can 
cause some part of that device to no longer function properly. Routers, switches, web servers, 
DNS servers, credit card payment gateways, and even domain root servers have all been targeted 
by DoS attacks over the years. Each type of device needs a different sort of attack to be success-
ful, but people who would cause malicious harm are always inventive in their methods.

SMURF ATTACKS
A Smurf attack is a DoS attack in which the target server or network is flooded with Internet 
Control Message Protocol (ICMP) replies. This overloads the inbound lines on a network 
and can result in bringing it down. This attack is carried out by infiltrating computers that 

Figure 9-2

Distributed Denial of Service 
(DDoS) attack using a zombie 
network or botnet

Hacker uses Internet to
compromise a large number
of personal computers.
Hacker takes control of the
computers he/she has
compromised.
Hackers orders compromised
computers to flood a target
server with large numbers of
requests in order to overload
   and disable the system.

3

2

1

1

2

3

c09BasicNetworkSecurity.indd Page 296  14/02/12  12:25 PM user f-404c09BasicNetworkSecurity.indd Page 296  14/02/12  12:25 PM user f-404 user f-404user f-404



Basic Network Security | 297
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are able to broadcast IP protocols directly to a specific target. The attacker then convinces the 
hijacked computers to send ICMP replies to the target computer as if they had received an 
ICMP request for reply from the target computer. If enough computers can be convinced to 
do this, the target computer can be brought down by overloading its inbound connections. 
This attack is named after the Smurf Trojan that is used to set up the attack on people’s com-
puters. A similar DoS attack is something called a Fraggle attack. This attack works just like 
the Smurf attack except that UDP echo replies are used instead of ICMP replies.

When Smurf attacks first came out, they did a fair amount of damage. However, today Smurf 
attacks are not commonly launched because they are easy to counter and most modern net-
works are set up so that broadcasted ICMP requests or request for replies are now blocked.

BUFFER OVERFLOW
To understand what a buffer overflow is, you must first understand what a buffer is. A buf-
fer is a section of memory that has been set aside by the writer of a program so that the 
program can use that memory section for actions related to that program. A buffer overflow, 
sometimes called a buffer overrun, occurs when the memory assigned to a specific function 
by the program has too much data put into it thus causing the data in the buffer to overflow 
and start taking up space in adjacent memory locations. When this happens, the data that is 
overflowing the buffer can interfere with programs and processes that have been assigned the 
adjacent memory locations. A buffer overflow attack is an exploit that intentionally forces 
the buffer to overflow its memory range, or bounds, and deliberately causes interference with 
other programs in memory.

Buffer overflow attacks vary depending on what operating system is being attacked, what 
memory address range the buffer is assigned to. The type of buffer overflow attack being car-
ried out can also depend on the programs that are currently running in memory. These and 
many other variables can affect what type of buffer overflow attack is being used and what the 
goal of that attack is.  

Depending on the type of attack being used, there are quite a few different results that attack-
ers are trying for. One basic result that attackers use buffer overflow attacks to achieve is to 
cause a particular network or devices on a network to be unusable. This type of buffer over-
flow attack is one way of effectively causing a DoS attack. Servers, routers, switches, and other 
network devices can be the target of this type of buffer overflow attack. Another goal of a 
buffer overflow attack could be to force data out of a protected memory location into an adja-
cent memory location where the attacker can capture the data. Some buffer overflow attacks 
are even designed to change the behavior of a program or process so that it does something 
to favor the attacker. As can be seen from this small sample, buffer overflows can be effective 
tools for attackers to compromise a network.

MAN-IN-THE-MIDDLE ATTACKS
A man-in-the-middle attack is exactly what its name implies. In a man-in-the-middle attack a 
person positions him- or herself between two other people and eavesdrops on them. The man-
in-the-middle also needs to be able to pass messages from each of the people he is between 
in such a way that they do not know that they are being eavesdropped on or their data is 
being retransmitted to their intended recipient. Man-in-the-middle attacks are referred to by 
a number of different names. The commonly recognized abbreviation for this kind of attack 
is MITM attack. A MITM attack can also be referred to as bucket-brigade attack, fire-brigade 
attack, monkey-in-the-middle attack, session hijacking, TCP hijacking, TCP  session hijacking, 
and other names. These attacks are commonly used to intercept HTTP and HTTPS commu-
nications, e-mail communications, encryption key exchanges, and many other things.

A common way to explain the man-in-the-middle attack is to use the examples of Alice, Bob, 
and Mallory. Alice and Bob are regular computer users who are using their e-mail to commu-
nicate with each other. Mallory is a malicious computer user who wants to cause problems for 
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Bob and Alice. With this in mind, Mallory places a Trojan on Bob’s computer or uses some 
other method that acts to relay any packets that originates on Bob’s computer to Mallory 
instead of its intended recipient. Mallory is then able to read any data sent out from Bob’s 
computer and then do several different things to that data before sending it on. One, she can 
send the data on to the intended recipient as it is. Two, she can choose not to send the data 
on at all. Third, she can send altered or even entirely different and/or false data and make it 
look like it came from Bob. With this ability, Mallory can do any number of things to make 
Bob’s life especially difficult, such as sabotage Bob’s relationships, sabotage his work, or even 
steal Bob’s personal information and use it for her own purposes. Figure 9-3 illustrates how 
this can be done with Bob being the primary victim of Mallory.

Figure 9-3

Mallory perpetrating a man-in-
the-middle attack against Bob

Mallory

Note: All communications
between Bob and Alice are
routed through the Hacker
Mallory

BobAlice

In Figure 9-3, the hacker Mallory has managed to insert herself between Bob and Alice’s 
communications routes. From this point, Mallory is able to manipulate the communications 
between Bob and Alice in all the ways described earlier and more.

PACKET SNIFFING
Packet sniffing is the practice of capturing packets as they go by on the network and then open 
them to see what is in them. Doing this attackers can over time map out a network so that they 
know what addresses, both physical and logical, are found on a network. They may do this 
in order to spoof an address later. Additionally packet sniffing can be used to determine what 
protocols are running on a network. If a protocol is running on the network with known weak-
nesses, attackers can use that protocol to compromise the rest of the network. Depending on 
what protocols are running on a network, packet sniffing can even be used to view the content 
of the captured packets thus obtaining information about the user or computer the packet came 
from. In fact, when you did the WireShark lab a few Lessons back, you were running a packet 
sniffer and capturing network packets. The information captured and then analyzed in this way 
could have in turn been used to find vulnerabilities in the network that could be exploited.

FTP BOUNCE
The FTP bounce attack is an exploit against the FTP protocol in which the attacker uses the 
PORT command to indirectly gain access to ports that are opened on the computer they are 
attempting to attack. FTP bounce can be sued by attackers in an attempt to scan the open 
ports on a specific computer. The reason an attacker may want to scan for ports is because if 
they are able to find an open port that is unused, they can then use then reassign that port 
to some other purpose that suits the attacker. An indirect approach such as the FTP bounce 
attack is used so as to hopefully minimize the chances of the scan being detected.

One widely used network management tool that can utilize the FTP bounce attack to scan 
for ports is the program nmap. A graphical version of the nmap program will be used in a lab 
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associated with Lesson 11. It should be noted that modern FTP servers are generally config-
ured to refuse the PORT command from any system but the original host by default. This 
makes the FTP bounce less effective than in the past.

Wireless Threats

Wireless threats are attacks that are targeted specifically at wireless networks. There are a wide 
variety of wireless specific threats, but we will only discuss some of the more common ones.

WAR DRIVING
War driving is perhaps one of the most basic wireless threats out there and is often used in 
conjunction with other wireless threats by attackers. Specifically war driving is the practice of 
driving around in a car in an area or neighborhood looking for open wireless networks that can 
be used by the person doing the war driving for their own purposes. An open wireless network 
is one that does not have any security built into it. Once an open wireless network is found, 
the attacker will then use that wireless network for accessing the Internet or whatever else they 
wish to do. If an attacker does not find an open wireless network, then he or she will use other 
wireless attacks to break open access to the wireless network they are attempting to hack into.

Warchalking
Warchalking (war chalking) is a variation on war driving. The main difference between 
Warchalking and war driving is that once a wireless network is found, symbols are placed on an 
outdoor surface indicating the availability of the wireless access point and the type of wireless 
access point that is available. Figure 9-4 illustrates the most common Warchalking symbols used.

CERTIFICATION READY
How are war driving and 
Warchalking related? 
5.4

WEP CRACKING
Cracking refers to the ability to break or decode an encryption scheme used for passwords, 
wireless network access, or any other encrypted object. Thus WEP Cracking refers to the abil-
ity to break the encryption on a wireless network that uses WEP to encrypt its communica-
tions. WEP is actually among the easiest encryption schemes to crack. There are a number of 
tools that can be downloaded that make cracking a WEP wireless network very easy. 

Figure 9-4

Commonly used Warchalking 
symbols
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Perhaps the most comprehensive source of various network management tools that can also 
be used for nefarious purposes is the Backtrack distribution of Linux. This distribution of 
Linux contains several tools in it that can be used to test as well as cracking WEP protected 
wireless networks.

WPA CRACKING
WPA cracking is the same as WEP cracking except the encryption protocol targeted in WPA 
instead of WEP. One thing to keep in mind about WPA is that WPA has both encryption 
and authentication functions. Some of the same tools that can be used to test and crack WEP 
can also be used to test and crack WPA. Again the Backtrack distribution of Linux is a good 
source for finding and using these tools.

A good source of information about both WEP and WPA and how they are cracked is the 
PDF found at the URL shown below: http://www.hsc.fr/ressources/articles/hakin9_wifi/
hakin9_wifi_EN.pdf.

ROGUE ACCESS POINTS
A rogue access point is a component often used in many man-in-the-middle attacks launched 
against wireless networks. Simply put, a rogue access point is an unauthorized access point 
that has been added to a wireless network. Not all rogue access points are created with mali-
cious intent. Sometimes rogue access points can be added simply because a well-meaning 
employee wants to access the company’s network wirelessly. In this situation, an employee 
may simply go out and buy a wireless access point from Wal-Mart or wherever and attach it 
to their network jack without telling IT. While this creates a rather major security breach in a 
company’s network, the employee’s action was not malicious.

However, many rogue access points are placed with malicious intent. When a rogue access 
point is placed with malicious intent, it is usually used to compromise a company’s network 
as a first step to causing harm to the company. Once a rogue access point is put in place, it 
can be used to gain unauthorized access to the company’s network or as the means by which a 
man-in-the-middle attack is carried out against a company or individuals within that company. 
Figure 9-5 illustrates a rogue access point.

CERTIFICATION READY
What is a rogue access 
point? What are some 
ways that a rogue access 
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5.4

Figure 9-5

Rogue access point
Secure Network

Wireless
Access Point

Note: Because the Wireless
Access Point is outside the
secure network but gives
access to the secure network,
the Wireless Access Point
is considered a Rogue Access
Point.
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Earlier it was said that not all rogue access points are created with malicious intent. This 
is true; however, once the rogue access point is in place, there really is nothing stopping 
somebody else from using it for his or her own purposes, malicious or otherwise. A favorite 
pastime for some hackers is looking for rogue access points and trying to compromise them 
for later use. This is why network personnel should always be on the lookout for rogue access 
points in their company.

There are several ways that IT personnel can determine if an access point is legitimate. One 
thing IT personnel can do is to check it to see if it is on the company’s list of managed access 
points. If it is not, then it is a rogue access point by definition, no matter who placed it. Even if 
the access point was placed with the authorization of the IT department, if it is not on a man-
aged list, it can easily be compromised by a user with malicious intent without that malicious 
user being noticed.

A second way that IT personnel can use to determine if an access point is rogue is to deter-
mine if the access point is connected to the company’s secure network. Because of the security 
risk and limitations inherent in wireless access points, companies do not connect them to 
the secure networks within the company. Often, separate wireless network are set up in the 
company with gateways established and monitored between the wireless network and the 
more secure wired network. Companies do this for the express purpose of making it diffi-
cult for someone accessing the wireless network to gain access to the wired network within a 
company. Therefore, if a wireless access point is found that is directly connected to the wired 
network, thereby bypassing the steps taken to isolate it from the main network, it is a rogue 
access point and a security threat.

Evil Twin
An evil twin is a special case of a rogue access point. In the case of an evil twin, a rogue access 
point is setup, but it is not intended to be used as a backdoor into a network, instead it is intend-
ed to trick users into using it as a means to access the Internet and thus allowing the hackers in 
control of the evil twin to gain information about those people using the rogue access point. 

An example of what an evil twin may look like would be setting up a rogue access point in 
a public use area. The access point looks like a legitimate wireless access point and so unsus-
pecting users will use it to access the Internet and simply use it for their general Internet 
usage. The hackers that set up the evil twin hope to capture passwords, account number, 
PINs, etc. from the people who are using the evil twin access point unawares.

A more sophisticated version of the evil twin access point would be where the rouge access 
point is slipped into a legitimate public wireless access area. In this situation the evil twin is 
slipped into the legitimate public wireless access area and takes over processing users from the 
legitimate wireless access point that was there. In this way the evil twin masquerades as the 
legitimate wireless access point at the site.

CERTIFICATION READY
What is an evil twin? 
How is evil twin related 
to rogue access point? 
5.4

■ Countering Basic Security Threats

THE BOTTOM LINE 

This section of Lesson 9 will discuss various ways to secure a network against basic security 
threats. First, we talk about device security. Next, we discuss topics such as secure and 
unsecure protocols as well as passwords, encryption, and certificates. Finally, we discuss 
authentication and the various protocols used to authenticate clients on a network. The 
last topic of discussion is Network Access Control.

Now that several security threats have been discussed, it is time to discuss some ways those 
threats can be countered. Specifically security on the device level will be discussed as well as 
additional topics such as passwords, encryption, and authentication.
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CERTIFICATION READY
What is local access? 
What is remote access?
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Device Security

Device security has to do with what can be done to secure a network by securing the devices 
that use that network. Measures used to secure network devices range from physically secur-
ing them to securing who has access to them and their resources on the network. The pro-
tocols that are used on the network can also contribute or take away from a network device’s 
security. Another way to secure a device is by judicially using passwords, encryption, security 
certificates, and authentication.

PHYSICAL SECURITY
Physical security is the first area of device security we examine. Many people overlook the 
importance of physical security, but in reality, it is one of the most important areas of network 
security. The truth of the matter is that if a hacker can get physical access to a computer, there 
really is not much that can be done to protect the data stored on that computer. This simple 
fact makes physical security a topic of utmost importance.

There are a number of things that can be done to physically secure a computer. One thing to do 
is to make sure that all computers containing important data are located in a locked location. 
This is especially true of servers. Beyond making sure that your servers are in a locked location, 
you should also very strictly limit access to the locked location of your servers. No one who does 
not have an actual need to access the servers should be permitted where the servers are located.

Another safety precaution that you can take to physically secure your servers is to place them in 
a location that can be seen by a large number of people. This at first sounds contradictory to the 
statement just made about access to the servers, but it really is not. You should lock your servers 
up in a room securely, but you should also have large windows in the room facing out so that 
everyone else in your company can see what is going on in the server room. This includes mak-
ing sure that lights are always on in the room so that it is easier to see into. If a large number 
of people can see into a server room at all times, someone with malicious intent is less likely to 
physically access that room for fear someone will see them doing it and report things.

RESTRICTING LOCAL AND REMOTE ACCESS
Restricting access simply has to do with limiting who is able to gain entry into a network 
or a computer. Local access refers to the ability to gain entry into a computer via the LAN. 
Remote access refers to the ability to gain entry into a computer via a WAN connection.

The most basic way to secure access to a network, either remotely or locally is to use usernames 
and password. Depending on if a person is trying to access a computer remotely or locally, dif-
ferent protocols are used. There are also different considerations from an administrative and 
security point of view depending on if a person is logging on to a network locally or remotely.

Local access is the easiest to secure because the local network administrator has control of all 
equipment on the network. This makes it much easier to secure things. Additionally there is 
a basic level of trust between the users and the local network. This level of trust comes from 
the fact that it is generally assumed that if a person is logging on to a network locally, he or 
she already has some level of permission to be there. This does not preclude a hacker breaking 
into the local network and masquerading as a legitimate user on the network; but generally 
speaking, if people already have usernames on the local network, they are assumed to belong 
there because people who are logging on to a network locally are already inside the facility 
that houses that network.

Remote access is a more difficult type of access to restrict because when gaining remote access 
to a network, unsecured networks such as the Internet are used. An administrator does not 
have any real control over who uses the Internet or what is on it beyond the people and 
machines that are accessing it from within the local network. This means that an administra-
tor cannot assume that people who are remotely accessing the network belong there, or are 
even who they say they are. Because of this, a number of additional steps need to be taken to 
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make sure that someone who does not belong on the network is not able to access it through 
remote means. Some of these methods are discussed in later sections of this lesson.

SECURE ACCESS METHODS VERSUS UNSECURE ACCESS METHODS
Secure access methods are those methods of network access that have some built-in means to 
limit who may access the network or what they may use to access the network. Unsecure access 
methods do not have a built-in means to limit access to a network. Alternatively, unsecure 
access methods can be easily bypassed. Many times, in cases where the access method is unse-
cure, no security is better than poor security. With poor security, the illusion of security is 
there but the reality is not. This may result in users being complacent and behaving in ways 
they would not if they knew their network was not secure.

Methods used to secure a network come in three types or flavors:

• What you know: Access methods that require usernames and passwords, security phrases, 
personal questions to verify your identity, pin numbers, and even pictures that you rec-
ognize. Most methods used to secure network access fall into this category.

 What you have: Access methods in which you possess something that shows you have 
legitimate access to a network. My house key would be a good example of this. The fact 
that you have a key to the front door of a house shows that you have some level of permis-
sion to use that house. In the computer world, a similar concept is used. However instead 
of traditional keys, items like swipe cards, smart cards, and key generating USB sticks are 
used. If you possess a secured swipe card or some such, it shows that you have some level of 
permission or right to access the network that the swipe card belongs to. A good everyday 
example of this would be your ATM card. The fact that you have the ATM card indicates 
that you have permission to access the bank account to which that ATM card is connected. 
An ATM card is also an example of using multiple types of secure access to a network. Just 
having the ATM card (what you have) does not give you automatic access to the attached 
bank account; you also have to know the correct pin number (what you know).

• What you are: Access methods that use something that is inherently unique to each user. 
Security methods of this type are what biometrics is built around. Biometrics refers to using 
unique characteristics of a person’s body as the basis for securing a network or some other 
item. Unique characteristics that can be used in this manner include a person’s fingerprints 
(fingerprint scanner), the pattern of the blood vessels found in a person’s eye (retina scanner), 
the pattern of colors and shapes found in a person’s iris (iris scanner), the shape of a person’s 
fingers or hand (finger and hand pattern recognition), and even the shape of person’s face (face 
recognition). There are other unique characteristics being used as a basis of biometric security 
as well. Scientists are even looking at using a person’s DNA as a means to biometric security.

Secure protocols
Protocols are predefined standardized sets of rules that are used to communicate on a network. 
Secure protocols are predefined standardized sets of rules that are used to secure communica-
tions on a network.

For a protocol, or anything else for that matter, to be considered secure, it needs to provide 
three things—confidentiality, integrity, and authentication. Confidentiality refers to a proto-
col’s ability to secure a communication so that a hacker cannot read it as it goes by on the 
network. Integrity refers to a protocol’s ability to ensure that the data that arrives at a destina-
tion is the same data that left the source. In other words, integrity refers to a protocol’s ability 
to ensure that data has not been modified in any way. Finally, authentication refers to a proto-
col’s ability to ensure that the data came from a valid source or where it claims to have come 
from. If a protocol does not provide these three features, it is considered an insecure protocol. 
Alternatively, if a protocol does provide these three features, it is considered a secure protocol.

There is no single secure protocol that takes care of all security issues on a network, partly because 
people are constantly coming up with new ways to communicate across a network. Every time 
someone comes up with a new network technology, protocols to communicate across that net-
work technology as well as ways to secure those communications have to be developed. Another 
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reason no single security protocol exists is because every time a method of securing network com-
munications is developed, hackers eventually discover a way to circumvent it. As a result, network 
technology developers are constantly looking for new methods of securing their network com-
munications. Finally, there is no single ultimate security protocol because different network com-
munications require different security methods. In the sections of Lesson 9 that follow, we discuss 
some secure network protocols and then we examine some unsecure network protocols.

SECURE SHELL (SSH). Secure Shell (SSH) was first proposed in 1995 as an alternative 
to TELNET. This older  version became known as SSH-1. In 2006 an updated version of 
SSH was proposed. This version of SSH became known as SSH-2.

TELNET, the protocol SSH was intended to be an alternative for, was used to communicate 
between two different computers in command line terminal mode. The problem with TELNET 
was that it was not secure. In fact, TELNET sent passwords across the network in plaintext, 
which means that there was no encryption used to conceal the password. If a packet that con-
tained the password was captured by a hacker, then all he/she had to do to read the password 
was to look at the content of the data portion of the packet using a tool like Wireshark.

The main advantage of SSH over TELNET is that SSH actually authenticates the user 
attempting to gain access to a system using encrypted passwords. SSH can also be used in 
conjunction with other protocols such as TCP, SFTP, and SCP to help open sessions for those 
protocols and to also secure them. SSH is assigned port 22 and is often used to secure remote 
connections on Linux systems. SSH, aside from securing sessions with secure authentication, 
can also be used to issue commands across a network and to transfer files. This gives it slightly 
more functionality than TELNET.

HYPERTEXT TRANSFER PROTOCOL SECURE (HTTPS). HTTPS stands for HTTP 
Secure or Hypertext Transfer Protocol Secure. HTTPS is also sometimes referred to as 
HTTP over SSL because HTTPS is not a protocol by itself, instead HTTPS is HTTP 
 combined with the SSL/TLS protocol to secure a connection on the Internet, or some other 
unsecure network, and to make sure that the hypertext data being transferred over that con-
nection is also secured. Because HTTPS encrypts web pages that are sent across the HTTPS 
session, it helps protect against eavesdropping and man-in-the-middle attacks. Generally 
HTTPS is assigned port 443 and HTTP is assigned port 80 on a network.

Although HTTPS helps secure communications across an unsecure network, it does have lim-
itations. The biggest limitation of HTTPS is how it is implemented in a browser. If HTTPS 
is implemented in a browser but the browser only uses weak encryption keys, then the secu-
rity provided by HTTPS can be severely compromised. How well HTTPS is implemented on 
the server side of things can also place a limit on HTTPS’ effectiveness. You should also note 
that even though a communication may be secure as it travels across a network, if the destina-
tion or source computer has been compromised, then so has the HTTPS communication.

One final note of warning about HTTPS’ effectiveness: the root encryption key used in both 
SSL and TLS protocols has been broken. While this does not allow a hacker to decrypt a packet 
as it goes by on the Internet, it is a different story if the packet is captured for later analysis. If 
a person manages to capture an HTTPS communication, he or she will eventually be able to 
decrypt it even without the key used to encrypt the data in the first place. This can be done 
because the root key used for SSL and TLS has as of right now been broken. The industry is 
currently working on alternatives to SSL and TLS but those aren’t expected for some time.

SIMPLE NETWORK MANAGEMENT PROTOCOL VERSION 3 (SNMPV3). SNMPv3 
stands for Simple Network Management Protocol version 3. SNMP is a set of protocols that 
were developed in the early 1980s and used to manage and monitor complex network systems. 
SNMP has three parts:

• Managed devices: can be computers, switches, routers, access servers, IP phones, IP 
cameras, printers, and just about anything else that can be connected to a network.

CERTIFICATION READY
What is SNMPv3? How 
does SNMPv3 differ from 
SNMPv1/2?
4.4
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• Agent: A software component that ran on the managed device. The agent is used to 
gather information about the managed device it resides on and to forward that informa-
tion to the network management.

• Network management system: The final component used to do the managing, stores 
information about the managed device that has been gathered by the agent. The net-
work management system stores this information in a specialized database called a 
Management Information Base (MIB). Other software can then use the MIB to report 
back the condition of the various devices on the network.

As you can see from this description, SMNP is a set of protocols that you would want to be 
able to secure. However when SNMP was first developed, no security was built into it. The 
first attempt to build security into SNMP was called SNMPv2. This version of SNMP was 
first developed in 1993; however, it was not widely adopted primarily because many network 
administrators thought SNMPv2 really did not do much to secure their networks.

As a result of the poor reception of SNMPv2, developers went back to the drawing board 
so to speak and developed SNMPv3 in 2002. Rather than try to fix SNMPv2, developers 
 decided to start from scratch with SNMPv1 and add security. This ended up working out 
quite well and SNMPv3 was born. Using the three features of a secure protocol mentioned 
earlier, SNMPv3 meets them in the following way. The encryption of its packets by SNMPv3 
is also used to prove its packets’ integrity. If the data of the packets are modified in any way, 
then they would not be able to be decrypted when they arrive at their destination on the 
network management system. Finally for authentication SNMPv3 uses the HMAC-MD5-96 
authentication protocol. This and other components of the security found in SNMPv3 are 
found in RFC 3414. If you are interested in doing more research on SNMPv3, then RFC 
3411 through RFC 3418 deal with this protocol extensively.

SECURE FILE TRANSFER PROTOCOL (SFTP). As you may have guessed, SFTP stands 
for Secure File Transfer Protocol or SSH File Transfer Protocol. SFTP was developed by 
the Internet Engineering Task Force (IETF) as a way to provide file access, file transfer, and 
file management over secure network communication sessions. The main limitation of SFTP 
is that it makes several assumptions whenever it is being used. One, SFTP assumes that it 
is already being run over a secure channel. Two, SFTP assumes that the server has already 
authenticated the client that is running SFTP. Finally, SFTP assumes that the client’s identity 
is available to it. As of 2006, the most resent version of SFTP is version 6.

SECURE COPY PROTOCOL (SCP). SCP stands for Secure Copy Protocol and is another 
protocol that is based on SSH. Like SFTP, SCP is used to transfer files securely over a network. 
For the most part, SFTP has superseded SCP for this function because SFTP is a more com-
prehensive protocol with a greater breadth of capabilities than SCP.

Unsecure protocols
Unsecure protocols do most of the functions described in the previous protocols but without the 
security provided by them. You may ask why use unsecure protocols when there are secure equiva-
lents of all of them. The simple answer to this question is that secure protocols require more com-
puter overhead. In order to use a secure protocol, more memory, processing power, and data band-
width is required. When security is an important consideration, it is a reasonable expectation to 
have to pay the price for that greater security. However, if security is not an issue, why pay the pen-
alty when you do not have to. An example would be a web page. If a web page only contains gen-
eral information that is not of a sensitive nature, why should additional resources be used to secure 
the transfer of that web page across the Internet? The answer is of course that the extra resources 
should not be used to secure the transfer of that web page. Without using extra resources, the page 
can be transferred faster and the web page can be accessed more often in the same amount of time. 
These are all good reasons not to spend the extra resources if you do not have to.

TELNET. The first unsecure protocol to be discussed is TELNET. TELNET has been 
around for a long time and is a terminal emulation tool that is used to enter commands into 
another computer or other device remotely across a network. TELNET sends usernames and 
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passwords across the connection in plaintext and really has no security to speak of built into 
it. In a situation where you are connected directly to a device using a console cable or some 
other means of direct connection, TELNET’s lack of security is not an issue. After all, if a 
person has direct access to your hardware equipment, it is generally assumed that they belong 
there. If they do not belong there, then you have much worse things to be worried about. 
However, if you are trying to access a device and manage it across a network of any sort, espe-
cially a public one, you really do not want to be using TELNET because of its lack of secu-
rity. In these situations, SSH is a better choice.

HYPERTEXT TRANSFER PROTOCOL (HTTP). HTTP stands for Hypertext Transfer 
Protocol and is used to transfer web pages across a network, most commonly the Internet. 
Because HTTP does not have any security features built into it, it has a very low overhead 
cost and is a fast and efficient way to transfer web pages across a network. If the informa-
tion being sent via a web page is sensitive, then some additional protocols need to be used in 
conjunction with HTTP. When additional protocols are used in conjunction with HTTP to 
secure the data being transferred using HTTP, then HTTPS is being used.

FILE TRANSFER PROTOCOL (FTP). FTP stands for File Transfer Protocol and is used 
to transfer files across the Internet much like HTTP is used to transfer web pages and SMTP 
is used to transfer e-mail. The main drawback of FTP is that it is an unsecure protocol. In 
1999 RFC 2577 listed some of the vulnerabilities found in FTP. Some of the vulnerabilities 
listed were bounce attacks, spoof attacks, brute force attacks, packet capturing, username 
 protection, and port stealing.

In bounce attacks, a hacker can use the PORT command found in FTP to indirectly access 
other ports on the computer where FTP is being used. Spoof attacks are where one per-
son or machine successfully masquerades as another person or machine by falsifying data 
that allows the attacker access to the system. In a brute force attack, an attacker tries every 
possible combination to resolve an encrypted piece of data, such as a password, until the 
attacker finally hits on the combination that matches the actual piece of data. The longer 
the piece of data being attacked via brute force and the more complex that data is, the lon-
ger it takes to hit the correct combination. This is why longer passwords are favored over 
shorter ones. Packet capture, which is also known as sniffing, is the ability of a hacker to 
capture a packet and read the information contained in that packet. This is actually what 
Wireshark does. Username  protection refers to the ability of a system or protocol to protect 
the usernames being used by that system or protocol from attackers. In the case of FTP, 
username protection is a  vulnerability because it does not have a mechanism in place to 
protect usernames. Finally, port stealing is the ability of an attacker to take over a port that 
is being used for one purpose and assign it to another purpose that is detrimental to the 
system. Hackers will use this ability to create a port for their malicious software so as to 
provide illegitimate access to a system.

FTP is vulnerable to all these attacks because it was not designed to encrypt its traffic. All 
transmissions coming from FTP are in clear text. In other words, all passwords, usernames, 
data, and commands are sent in plaintext across the network. The result of this is that anyone 
who is able to use packet capture software on the network will be able to see everything sent 
across the network using FTP. The worst part is that anyone can also send data across the 
network using FTP without having to worry about their packets not working. This means 
that a hacker can essentially highjack any devices running FTP on the network and use them 
for their own purposes within the limitations of what FTP is capable of doing. Unfortunately 
protocols such as TELNET, SMTP, POP, and IMAP suffer from this same problem.

REMOTE SHELL (RSH). RSH stands for Remote Shell and is a small computer program 
that can be used to issue command line commands remotely across a network. This is similar 
to what TELNET and SSH can do. However, unlike SSH, RSH does not have security built 
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into it and so is vulnerable to attackers if it is used on a network. Because of this, it is very 
unlikely you will see this program running on any modern computers. About the only place 
you may see RSH is in UNIX- or Linux-based systems where it may be used to remotely 
access other devices that are directly connected to the device using RSH.

FIBRE CHANNEL PROTOCOL (FCP). FCP or Fibre Channel Protocol is the interface 
protocol used to transfer SCSI (Small Component System Interface) commands and data 
over Fibre Channels. These fibre channels are the channels used in fibre channel networks to 
connect workstations, mainframes, supercomputers, storage devices, and displays together at 
very high speeds. Fibre Channel Networks are proposed as alternatives to current networking 
technology. To date, these types of networks have only been deployed in limited numbers and 
situations. This protocol does not have security features built into it.

SIMPLE NETWORK MANAGEMENT PROTOCOL VERSIONS 1 AND 2 
(SNMPV1/2). SNMP refers to Simple Network Management Protocols versions 1 and 2. 
These two protocols are earlier versions of SNMPv3, which was discussed earlier, but versions 
1 and 2 did not have the built-in security features that SNMPv3 has. Both protocols have 
been superseded by SNMPv3.

Passwords

Passwords are another way to secure a system against unauthorized access. Passwords are used 
to verify that the person attempting to access a system is the person they claim to be. There are 
only a few rules that need to be followed when using passwords. First, a password should be 
complex enough that it cannot be easily guessed. Earlier in this lesson, we discussed methods 
that accomplish this. The second rule is that passwords should be renewed and changed peri-
odically. Forcing a password change periodically protects against the possibility that a hacker 
may have compromised a previous password. Constant renewal reduces this threat because 
it makes older passwords that may have been compromised invalid. The third rule to follow 
in regards to passwords is not to use the same password for everything. If you use the same 
password for everything, and someone compromises one password, then everything you secure 
with that password is also compromised. If you use different passwords for different items, 
when one of your passwords is compromised, then only the items protected by that password 
are compromised. All your other items protected by different passwords remain secure.

Encryption

Encryption is the process by which a mathematical algorithm is run on a set of data to make 
it unreadable to someone who does not know the mathematical algorithm used to encode it. 
Encryption can be done on data before it is sent out on a network or on data that is stored 
on a media of some sort. Either way, the process is intended to make the data that has been 
encrypted readable only to someone who knows how the data was encrypted in the first place. 
The reverse of encryption is decryption. The data that has been encrypted is called cipher text.

There are two major forms of encryption—private key encryption and public key encryption. 
In private key encryption, a person has to have a copy of the original encryption key in order 
to decrypt a cipher text. This is the kind of encryption that was used in World War II where 
countries had codebooks that were used to create encrypted messages and to decrypt encoded 
messages. In this environment, it became a high-priority espionage goal to steal the enemy’s 
codebook without them knowing it. Figure 9-6 illustrates how private key encryption works. 
Step 1 in the figure takes an e-mail message and encrypts it on the sending computer using a 
stored private key. In step 2, the e-mail in an encrypted form is sent across the network to the 
destination computer. In the final step, the e-mail is decrypted on the destination computer 
using a copy of the same key with which it was encrypted.

CERTIFICATION READY
What does PKI stand for? 
What is PKI used for? 
How does PKI work?
5.3
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Public key encryption is only somewhat similar to private key encryption. Figure 9-7 illus-
trates public key encryption. With public key encryption, you still start with a secret private 
key. However, instead of using the private key to encrypt a message, you use the private key to 
generate a public key (step 1) that is then used to encrypt a message (step 2). Once the pub-
lic key is generated and used to encrypt a message, the public key is sent to the destination 
computer (step 3) either before the encrypted message was sent or along with the encrypted 
message (step 4). This public key is then used on the destination computer to decrypt the 
message that was sent to it (step 5).

Figure 9-6

Private Key Encryption

E-mail message
that is in the clear.

E-mail message
that is in the clear.

Ho39snf803kfuvjw
ni4idm3uygvycnwi
qopbiurjeiowpasd
o34990fg0-
vj3ei59adsf0

21

E-mail message is encrypted on the sending computer using a stored private key.

E-mail in encrypted form is sent across the network to the destination computer.

E-mail is decrypted on the destination computer by using a copy of the same key
it was encrypted with.

1

2

3

3

Figure 9-7

Public Key Encryption

E-mail message
that is in the clear.

E-mail message
that is in the clear.

Ho39snf803kfuvjw
ni4idm3uygvycnwi
qopbiurjeiowpasd
o34990fg0-
vj3ei59adsf0
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1 1

A private key stored on the sender computer is used to generate a public key.

E-mail message is encrypted on the sending computer using the newly
generated public key.

The public key is sent on ahead to the destination computer.

The encrypted e-mail message is sent to the destination computer.

The e-mail is decrypted on the destination computer using the public key.
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The public key generated by the private key can be used in one of several ways. First, it can 
be used as a single-use encryption key. This means that the key is used only to decrypt the 
one message that it was used to encrypt. After this, the public key is no longer valid. The next 
two ways that a public key can be used are related. The public key can be used for a set num-
ber of messages before it is made invalid, or revoked. Alternatively, it can be set to be valid for 
a certain period of time before it is revoked. In this situation, the public key is set to be valid 
for a month from the time it was created. At the end of that month, the public key is revoked 
and a new one is generated for additional use. In both cases, a copy of the generated public 
key is kept on the computer that generated it until the public key is no longer valid.

Now that we understand what encryption is, we need to ask the question, how is encryption used 
to secure a network. In point of fact, encryption can be used in two of the three areas previously 
mentioned to ensure that a network is secure. Those two areas are confidentiality and integrity. 
Encryption aids in the confidentiality of a piece of data by ensuring that it cannot be casually read 
by someone snooping on the network. Encryption does this by turning the data into cipher text, 
which cannot be easily read unless the one reading it also possesses the correct encryption key.

Public key encryption in particular is also useful for ensuring the integrity of data being sent across 
the network because data sent by public key encryption can only be decrypted by the correspond-
ing public key. If data is altered after it has been encrypted with a specific public key, then when 
that data arrives at its destination, the public key possessed by the destination computer will not 
be able to decrypt it. If the data cannot be decrypted by the public key, that means the data was 
somehow altered after it was first encrypted but before it arrived at the destination computer.

Certificates

Certificates are basically certifications that a public key is valid. They are often called public key 
certificates or digital certificates. Generally, a certificate is a digital document that is added to a 
public key to certify the origins of the public key and its validity. Digital certificates identify the 
person who is the owner of the public key (generally referred to as the holder). It also contains 
the actual public key of the holder. Finally, the certificate contains information that identifies 
the issuer of the public key and digital certificate in question. The computer (usually a server) 
that issued the certificate is referred to as a certificate authority. The data security infrastructure 
that uses certificates is called the PKI, which stands for Public Key Infrastructure.

TEMPORAL KEY INTEGRITY PROTOCOL (TKIP)
TKIP stands for Temporal Key Integrity Protocol. TKIP is an encryption standard designed 
to be used with IEEE 802.11 wireless standards. What TKIP does is wrap additional layers 
of encryption around existing wireless encryption standards such as WEP. This allows TKIP 
to work with older wireless LAN security standards. While TKIP does increase the security 
of a wireless frame, wireless networks are still inherently unsecure. You should note that the 
encryption that TKIP was based on has recently been broken. For this reason, the same warn-
ing given for SSL/TLS applies here. If you are only trying to minimize the chances that some-
one will be able to eavesdrop on your packets as they go by then TKIP is fine. However, if 
you are trying to secure a network so that captured packets cannot be read at the hacker’s lei-
sure, then TKIP really is not an option for you. Of course, if your data is that sensitive, then 
you probably should not be placing it on a wireless network in the first place.

Authentication

Before permitting access to the computer or network being queried, a user or computer is 
verified to be who or what they claim to be using a process called authentication. There are 
many different protocols that are used for authentication. However, they all have one thing in 
common, they are designed to verify the identity of the person or computer seeking access to 
whatever is being queried.

CERTIFICATION READY
What is authentication? 
Why is it important?
5.3
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The most common authentication method uses a username and password. In this type of 
authentication, if you know the password associated with a specific username, then it is 
assumed that you are the person attempting to access the system. The main weakness of 
this authentication method is that passwords can be stolen. Because of this, some alterna-
tive methods of authentication have been developed. Some require knowledge of more than 
just a password, while others require that the user possess a specific item or have a certain 
 characteristic. Alternatively, some authentication protocols use certificates as part of the 
authentication process.

We will discuss a couple of authentication methods below. After the discussion of different 
authentication methods, we will next look at several different authentication protocols.

Multi-factor authentication
The first step in understanding what multi-factor authentication required that us understand 
what authentication factors are. There are generally three recognized categories of authentication 
factors. These categories are something the user knows, something the user has, and something 
the user is. Examples of something a user knows could be a username, password, the answer to a 
security question, the ability to recognize a security picture, or a PIN number. Something a user 
has could be a security fob, a smart card, a bank card, an ATM, a key, or any number of other 
items a user has in their possession. Finally, something a user is would involve unique character-
istics of a person. Some examples of this would be finger prints, iris pattern, DNA pattern, the 
pattern of blood vessels in the retina of the user’s eye, a voice print of the user, the geometry of a 
user’s hand or face, or a number of other unique features a user possesses. 

Multi-factor authentication is a form of authentication that requires the user to present 
more than one proof of who they are before they are allowed access to whatever it is they 
are attempting to access. If you do have seen the animated movie The Incredibles, you have 
seen a humorous example of multi-factor authentication. In that movie, to gain access to 
her lab where she created the superhero’s suits Edna had to use multi-factor authentication. 
In the movie, Edna had to have a security card, a password, a hand print, a retina scan, and 
a voice print recognition. The card was something Edna had, the password was something 
Edna knew, and the hand print, retina scan, and voice print match were all something 
Edna was. 

Many websites that give access to financial information or bill paying will have a username, 
password, security question, and/or security picture. The person attempting to access this 
site needs to know all these pieces of information before they are allowed to access a back 
account, credit card account, or other items of financial importance. In this illustration 
multiple pieces of information are needed to gain access to the website being accesses. 
However, despite having to know all these pieces of information, this is not an example 
of multi-factor authentication. This is in fact an example of single-factor authentication. 
The reason this is single-factor authentication is because all the things used to identify the 
user are things the user knows. They do not require the user to possess anything or to be 
anything. Because only one factor is used, what the user knows, it is not considered multi-
factor authentication.

On the other hand, access to an ATM machine does require multi-factor authentication. In 
the case of the ATM machine, the user needs to possess the correct ATM card and they need 
to know the correct PIN number. In this case, two factors are being used and so this can be 
considered a multi-factor authentication system. The two factors being used are something 
the user has, the ATM card, and something the user knows, the PIN number.

TWO-FACTOR AUTHENTICATION. Two-factor authentication is a special case of multi-
factor authentication. In two-factor authentication the user attempting to gain access to 
whatever they are attempting to gain access to needs two factors that prove they are who they 
claim to be. The ATM example above is in reality a two-factor authentication system.

CERTIFICATION READY
What are authentication 
factors? List and describe 
a few authentication 
factors. 
5.3

CERTIFICATION READY
What is required for an 
authentication method 
to be considered multi-
factor authentication?
5.3
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Disney and many other amusement parks also use two-factor authentication. In the case 
of Disney, they require each person attempting to gain access to the park on some kind 
of pass to possess both the appropriate pass card and to have the matching finger print or 
hand geometry. This prevents more than one person from using one pass card on different 
days to gain access to the Disney amusement park. Even if the pass card can be given to a 
different person, the hand geometry or finger print of the original pass purchaser cannot 
be passed by a different person. In this case the two factors being used for authentication 
are something the user has, the pass card, and something the use is, the finger print or 
hand geometry.

Single sign-on
Single sign-on is the practice of using a single password, username, or authentication device 
such as a smartcard to sign-on to multiple systems. The advantage of a single sign-on system 
is that the end user does not have to remember multiple passwords and usernames or possess 
multiple authentication devices. The disadvantage of the single sign-on system is that if the 
user forgets their password and/or username they will not be able to access the system. Even 
worse, if a single smartcard is being used, should that smartcard fall into the wrong person’s 
hands, it can be used to access multiple systems or locations.

PUBLIC KEY INFRASTRUCTURE (PKI)
PKI stands for Public Key Infrastructure, which is a set of people, policies, software, and 
equipment needed to handle digital certificates for various applications. Some of the main 
components in this infrastructure are as follows. The end user is the person that wishes 
to make use of the PKI to carry out some online activity. The registration authority (RA) 
is used to verify that a specific public key belongs to a specific end user. The certificate 
authority (CA) is used to issue a digital certificate to the end user. The CA also sends 
information about the digital certificate on to a validation authority (VA), which verifies 
the certificate when an e-commerce site or other online service seeks to have the certificate 
verified. Finally, we have the e-commerce sites and other online services that use the PKI 
to verify digital certificates for various reasons. All these components are needed for PKI 
to function properly.

In a general sense, PKI is intended to bind public keys to digital certificates so that 
the digital certificates in turn can be used for online authentication in many different 
capacities. PKI-generated digital certificates can be used for activities as diverse as veri-
fying the sender of a sensitive e-mail to verifying that a person has the right to make an 
online  purchase.

E-commerce is one area in which PKI is heavily used. Figure 9-8 illustrates how PKI can 
be used to carry out an online commerce transaction. In Figure 9-8, the following steps 
are carried out. First, an end user must have a private key from which he/she can create a 
public key to bind to a digital certificate in the PKI. The end user then sends the gener-
ated public key to a registration authority (RA) to have his identify verified (step 1). In 
step 2, the RA then sends the verified public key to a certificate authority (CA). The CA, 
based on the information provided by the RA, issues a digital certificate to the end user 
that binds his public key to his online certificate (step 3). The CA also sends informa-
tion about the generated certificate to the validation authority (VA) so that when the VA 
receives the digital certificate it will know that it is a valid one (step 4). The end user then 
uses his digital certificate to order some merchandise from an e-commerce site (step 5). 
The e-commerce site takes the certificate the end user gave it and verifies it with the VA 
(step 6). Once the VA verifies the digital certificate as valid, the e-commerce site then 
removes the set amount of money from the end user’s account and credits the end user 
with the merchandise they just purchased (step 7). Once the end user is credited with the 
order merchandise, the e-commerce site then sends the merchandise to the end user via 
the appropriate means.

CERTIFICATION READY
What is single sign-on? 
What is the advantage 
to single sign-on? What 
is the disadvantage to 
single sign-on? 
5.3
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While Figure 9-8 shows how PKI and digital certificates can be used in e-commerce, there are 
many other applications in which digital certificates and the PKI can be used.

KERBEROS
Kerberos is an authentication protocol that is commonly used to authenticate clients over 
an unsecured network, most commonly LANs. Kerberos is the authentication protocol most 
commonly used by Windows-based client/server networks. A Kerberos system is composed 
of an authentication service (AS), a ticket granting service (TGS), and a network services (NS). 
In the case of a Windows domain network, the AS and the TGS are usually located on the 
same computer, which is also a domain controller. Network Services can be found on any 
server connected to the domain that provides a service. These services can be anything from 
file  services to e-mail services, or anything in between. Figure 9-9 illustrates in a broad general 
way how Kerberos works in a Microsoft domain environment.

As you can see in Figure 9-9, the whole authentication process begins when a client wants 
access to network services. When this happens the client issues an authentication request to 
the Kerberos AS (step1), which in a Windows environment exists on the domain controller. 
The AS responds by sending the client a ticket granting ticket (TGT) that the AS requires the 
client to correctly decrypt (step 2) and respond back with. Once the client correctly decrypts 
the TGT, it sends it back to the ticket granting service (TGS) (step 3), which is part of 
the AS, as proof that it deserves a service ticket (ST). After verifying that the TGT has been 
decrypted properly, the TGS then issues an ST to the client (step 4). Once the ST is issued to 
the client, the client is able to use the ST to gain access to any network services to which it is 
permitted (step 5).

Certificate
Authority

CA

Validation
Authority

VA

End user applies to the RA for a certificate using
a public key generated with his private key.

The RA confirms the identity to the End User and
sends this confirmation to a CA.

CA issues a certificate to the End User.

CA sends information about the certificate
to a VA.

End User uses his certificate to order
merchandise from a E-Commerce Site.

The E-Commerce Site verifies the End User with
the VA.

VA confirms the certificate and identity of the
End user to the E-Commerce Site and the End
User is permitted to purchase his merchamdise.

Registration
Authority

RA

End User E-Commerce
Site

4

1

2

3

4

6

5

7

5

1

2

3

7

6

OK

OK

I

Figure 9-8

How PKI works
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This ST is good for a set amount of time (usually around 8 hours) during which the 
client can use the ST to access any network services it needs. However, the ST also 
contains an Access Control List (ACL) delineating all the network services the client has 
access to and what permissions it has related to those services. Any time a client wants 
access to a network service, the ST is checked to verify that the client has access to the 
service being requested and what permissions it has in that service. Once a client’s access 
permission is verified using the ST, the client is then allowed access to that network 
service (step 6). If the client’s ST does not confirm that a client has access to a specific 
service, either additional authentication is requested or access is denied to the network 
service the client is requesting.

CHALLENGE-HANDSHAKE AUTHENTICATION PROTOCOL (CHAP)
CHAP stands for Challenge-Handshake Authentication Protocol. CHAP is an authentica-
tion method used by PPP (Point-to-Point Protocol) to verify the identity of a client after a 
 connection has been successfully established. PPP is a protocol that establishes a dedicated 
connection between two different points that last for the duration of the session being used. 
The interesting thing about CHAP is that it sends the challenge and response in clear text, 
but still maintains a certain level of security by having both the client and the server know 
what the secret (i.e., password or secret phrase) is and using that secret to establish each 
other’s identity without actually sending the secret across the connection. It does this with a 
three-way-handshake. Figure 9-10 shows this process.

Figure 9-10 shows all the steps necessary to allow authentication on the server or authentica-
tor. Step 1 is that both computers know the same secret password or phase. This is called the 
Known Secret. The client that wishes access to the server must issue a request for access to the 
server (step 2). This is called the Request. The server responds back with a challenge phase 
or password that the client has to encrypt into a hash using the Known Secret (step 3). This 
is called the Challenge. Once the client has created the hash, it sends it back to the server 
in a response (step 4). This is called the Response. The server does the same calculation on 
the challenge the client did using the Known Secret to create its own hash (step 5). If the 
two hashes match up, then the server allows the client access to the network (step 6). The 
Request-Challenge-Response sequence is what is called the three-way-handshake mentioned 
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earlier. After this, the server periodically sends a new challenge to the client and tests the 
 client’s response in order to verify that the correct client is still accessing the network.

The main type of attack CHAP defends against is a replay attack. A replay attack is where a 
hacker captures the response from the client and replays it to the server in an attempt to fool 
the server into thinking it is the true client.

CHAP was first discussed in RFC 1334 in 1992. In 1996, CHAP was updated by RFC 1994. 
CHAP was again updated by RFC 2484 in 1999.

MICROSOFT CHALLENGE-HANDSHAKE AUTHENTICATION 
PROTOCOL (MS-CHAP)
MS-CHAP stands for Microsoft Challenge-Handshake Authentication Protocol. It is very 
closely related to standard CHAP but is designed to work closely with Microsoft operating 
systems. This allows MS-CHAP to work with the authentication protocols and capabilities 
built into the various Windows operating systems. There are only three main differences 
between MS-CHAP and CHAP beyond MS-CHAP being designed with Windows. Those 
differences are as follows. MS-CHAP:

• Does not require the authenticator to store a clear text or reversible encryption secret.

• Includes mechanisms for allowing retries and changing passwords.

• Has a set of reasons for failure codes that it can return to the client if the client has failed 
to authenticate on the authenticator.

RFC 2433 describes MS-CHAP version 1, and RFC 2759 describes MS-CHAP version 2.

EXTENSIBLE AUTHENTICATION PROTOCOL (EAP)
EAP stands for Extensible Authentication Protocol, which is an authentication protocol that 
is primarily used in wireless communications, although it can also be used with PPP connec-
tions. EAP defines a wide variety of methods to authenticate packets on a network. There are 
currently something like 40 different methods related to EAP defined in various RFCs.

EAP was first defined in RFC 2284 in 1998 and was originally defined as an authentication 
protocol for PPP. In 2004, RFC 3784 was proposed which updated EAP to include other 
lower layer protocols besides PPP. This proposal allowed EAP to be used with wireless access 
technologies. RFC 5247 proposed in 2008 included various key management capabilities for 

Figure 9-10

How CHAP works 2

1

1

2

3

4

5

6

1

65

Both the client and the server, which is the authenticator in this diagram, know the
same secret which is called the known secret.

The client sends a request to the authenicator requesting access to the network.

The authenticator issues a challenge to the client based on the known secret.

The client does a calculation on the challenge and creates a hash based on the
known secret and sends this hash to the authenticator.

The authenticator does its own calculations on the challenge and compares it to the
response hash sent to it by the client.

If the hashes match, the authenticator allows the client access to the network.

Request

3 Challenge

AuthenticatorClient

4 Response

CERTIFICATION READY
What is CHAP? What 
is MS-CHAP? How do 
CHAP and MS-CHAP 
differ?
5.3

CERTIFICATION READY
What does EAP stand 
for? What is EAP used 
for?
5.3

c09BasicNetworkSecurity.indd Page 314  14/02/12  12:25 PM user f-404c09BasicNetworkSecurity.indd Page 314  14/02/12  12:25 PM user f-404 user f-404user f-404



Basic Network Security | 315

EAP. Because of all these changes, EAP is able to support the wide variety of authentication 
methods previously mentioned. EAP has become an important authentication protocol for 
wireless communications. Both WAP and WAP2 use EAP authentication methods.

802.11X
802.11x is a standard that is used to secure wireless LANs (WLANs) that follow the various 
802.11 standards. 802.11x allows a user on a WLAN to be authenticated by a central authen-
tication authority. For any messages that need to be exchanged during the authentication 
 process 802.11x uses EAP.

To understand how 802.11x works, we need to define a couple of terms. First is the term 
supplicant, a supplicant is any wireless device wishing to gain access to a WLAN. The access 
point through which a wireless device is seeking access to the WLAN is called an authentica-
tor. The server that the authenticator has to get permission from to allow the supplicant onto 
the network is called the authentication server. Finally a state called the unauthorized state is 
a special state the supplicant is placed in while the authenticator queries the authentication 
server about allowing the supplicant access to the network. In the unauthorized state, only 
EAP message can be passed to and from the supplicant. Once the supplicant has been allowed 
on the network by the authentication server, its state is changed to authorized. In this state, 
the supplicant is allowed full access to the network. Figure 9-11 illustrates how 802.11x works 
using these terms.

CERTIFICATION READY
What is 802.11x? What 
is 802.11x used for?
5.3

Figure 9-11

How 802.11x works

Client, also known as the supplicant, wishes to access the WLAN that the access point,
also as the authenticator, controls.

Authenticator places the supplicant into unauthorized mode so that only EAP message
can be sent to and from supplicant and requests the supplicant's identity and credentials.

Supplicant responds back with its identity and credentials.

Authenticator forwards the supplicants identity and credentials to the authentication
server.

Authentication server verifies the supplicants identity and credentials and sends a message
 to the authenticator allowing it to permit the supplicant full access to the WLAN.
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As you can see in Figure 9-11, a supplicant or client wishes to gain access to a WLAN 
that the access point, or authenticator, controls and sends a request for access to the 
authenticator (step 1). The access point, which also serves as the authenticator, intercepts 
the access request and sends the supplicant a message that places it into unauthorized 
mode (step 2). While in unauthorized mode, the supplicant can only send and receive 
EAP messages. The authenticator uses these EAP messages to request the supplicant’s 
identity and credentials, which the supplicant sends to the authenticator (step 3). The 
authenticator then passes the supplicant’s identity and credentials on to the authentica-
tion server (step 4). The authentication server verifies the supplicant’s identity using the 
credentials provided and then sends a message to the authenticator (step 5) either allow-
ing or denying the supplicant full access to the WLAN. If the supplicant is allowed full 

c09BasicNetworkSecurity.indd Page 315  14/02/12  12:25 PM user f-404c09BasicNetworkSecurity.indd Page 315  14/02/12  12:25 PM user f-404 user f-404user f-404



316 | Lesson 9

access to the WLAN, the authenticator passes on a message to the supplicant switching it 
to authorized mode, which allows the supplicant full access to the WLAN (step 6). If the 
supplicant is denied full access to the WLAN, then the authenticator blocks the suppli-
cant from having access to the WLAN.

AUTHENTICATION, AUTHORIZATION, AND ACCOUNTING (AAA)
AAA is a network security term that refers to authentication, authorization, and accounting. 
Authentication refers to any process by which an entity’s identity is verified. Authorization 
refers to any process that is used to verify that an entity has permission to perform some 
activity or has access to some resource. Finally accounting refers to ability to track various 
events on a network.

Any protocol that has all the abilities just listed is referred to as an AAA protocol. Some 
 protocols that are considered AAA protocols are RADIUS, Diameter, TACACS, and 
TACACS+. We discuss RADIUS and TACACS+ next in this lesson.

Remote Authentication Dial-In User Service (RADIUS)
Remote Authentication Dial-In User Service (RADIUS) provides a method of centralized 
authentication, authorization, and accounting between a computer and a managed network. 
Despite its name, RADIUS is not limited to dial-in services with a modem. That is merely 
the original method used to access a network. In point of fact, many modern ISPs use 
RADIUS to manage access to the Internet. Companies also use RADIUS to manage access to 
their internal networks. RADIUS is a very flexible protocol and can be used with modems, 
access points, DSL, web servers, network ports, VPNs, and other access technologies. 
RADIUS was first introduced in 1991 and is still being updated and adjusted today. The 
most recent RFC  related to RADIUS was issued in August 2010.

RADIUS provides authentication, authorization, and accounting to the network it is used 
to access. On the authentication side, RADIUS allows or grants access to the network to 
specific users and/or devices. On the authorization side of things, once a user or device 
is on a network, RADIUS restricts the user or device only to the specific network ser-
vices they have been granted permission to use. Finally, on the accounting side of things, 
RADIUS keeps a record of which users and devices accessed or attempted to access spe-
cific network services.

Terminal Access Controller Access-Control System Plus (TACACS+)
TACACS+ stands for Terminal Access Controller Access-Control System Plus. TACACS+ is 
a similar protocol to RADIUS. However where RADIUS is an open protocol TACACS+ is 
a Cisco proprietary protocol. Also TACACS+ is used more for routers, network access serv-
ers, and other similar devices while RADIUS is more often used for client access. However, 
TACACS+, like RADIUS does provide mechanisms for authentication, authorization, and 
accounting. TACACS+ was first introduced in a draft RFC in 1996 by Cisco. The final draft 
RFC came out in 1997.

TACACS+ is similar but unrelated to an earlier protocol called TACACS. TACACS was 
an open protocol that was first developed for UNIX systems. However, later protocols like 
RADIUS made TACACS all but obsolete. Cisco responded to RADIUS with TACACS+. 
This protocol did many of the things that TACACS did but had better security and was more 
efficient. TACACS+ was also proprietary to Cisco unlike TACACS.

There are some significant differences between TACACS+ and RADIUS beyond the fact 
that RADIUS is an open protocol and TACACS+ is a proprietary protocol. Some of those 
differences are as follows. One of those differences is that RADIUS uses UDP for its trans-
port layer protocol while TACACS+ uses TCP. Because of this fact, some administrators see 
TACACS+ as more reliable than RADIUS. Second, TACACS+ uses more types of authen-
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tication request and response codes than RADIUS does. Next, TACACS+ supports more 
protocols than RADIUS does. RADIUS is pretty much limited to TCP/IP while TACACS+ 
is able to use TCP/IP, IPX/SPX, and Apple Talk protocols. Finally, while TACACS+ encrypts 
the entire body of the packet, RADIUS only encrypts the password in the access request 
packet and leaves the rest unencrypted. On a final note, Cisco is committed to supporting 
both protocols.

NETWORK ACCESS CONTROL
Network Access Control (NAC) is not a specific protocol or application so much as an 
overall approach to computer security. The purpose of NAC is to limit what a host, cli-
ent, or device can do on a proprietary network. NAC includes authentication, but it also 
includes additional security assets that that can be used on a network to enhance the secu-
rity of that network. These additional assets may include things such as intrusion detec-
tion/prevention software, antivirus software, anti-spyware components, and other similar 
security measures. The way these different security measures are employed is directly related 
to the network security policies of the entity using the NAC system. NAC is ideal for net-
work environments where administrators can tightly control the network. However, many 
administrators feel that the more diverse the devices and capabilities in a network, the less 
effective NAC becomes.

Posture assessment
Simply put a posture assessment is an evaluation of how good a company or network’s secu-
rity is. Companies should evaluate their network security on a regular basis and update that 
security as needed. As new patches or security technology that is relevant to a company come 
out, they need to be added to the company’s network. If a company waits to implement 
security improvements they run the risk of becoming vulnerable to new threats as they come 
out or are discovered. The Lesson later in this book on Network Management will discuss 
some of the policies and actions a company can carry out to ensure that their security posture 
remains up to date.

There is one rule that it is very important to learn when it comes to network security. The 
goal of network security is not to make your network invulnerable to attack. It is impossible 
to make your network so secure that it is invulnerable. Instead, the goal of network security is 
to make your network harder to get into than the other guy’s so that the hackers will bother 
him and not you. The corollary to this rule is that if a hacker knows you have a piece of data 
and he or she wants it bad enough, they will figure out a way to get it. That said, the obvious 
best defense for a network is not to let people know what you have on it unless they have a 
need to know. All of this leads to another inescapable fact; sooner or later your network will 
be attacked. What should you do after the attack has occurred?

The answer to this question starts before the attack even occurs. Your company should have 
policies in place ahead of time that outline what should happen after an attack has been dis-
covered. It does not matter if the attack is successful or not, what you do remains the same. 
After a policy is set for what you should do after an attack occurs, you should also assemble a 
team of people whose job is to evaluate every attack that occurs.

■ After an Attack Has Occurred

THE BOTTOM LINE 
An explanation of what needs to be done after an attack has happened is the topic of 
discussion in this section of Lesson 9.
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Mitigation Techniques

Mitigation techniques are things that can be done to limit the impact that security threats 
and/or breaches can have on a network. A few of these mitigation techniques will be discussed 
in this Lesson. However, a later Lesson on Network Management will go into more detail on 
some of these topics.

TRAINING AND AWARENESS
Perhaps the best mitigation technique that a company has available to it is its network 
users. If a company’s users are trained to recognize and react properly toward threats to 
the corporate network posed by such things as virus and spyware, then these types of 
things will have less impact on the functioning of the network. Additionally, if users 
are taught the importance of things like passwords and how to make complex but easily 
remembered passwords then the network will inherently become more secure because 
the user passwords will be more effective and they will not feel the need to write them 
down. Finally, if users are taught about social engineering and how to spot it, they will 
recognize when someone is attempting to social engineer them and react appropriately. 
All these things can make a network much more secure and all of them involve training 
users in what these threats are, how to recognize them, and how to respond to them. 
When this is done it has the effect of making a network’s users more aware of what is 
going on around them and this in turn makes it harder for attackers to cause problems 
on the network.

PATCH MANAGEMENT
Patch management has to do with making sure that all devices and software on the network 
has the latest patches installed on them. This is important because patches are released for the 
purpose of fixing security problems or holes that were discovered after the hardware or soft-
ware product initially came out. By keeping all software and hardware devices on the network 
properly patched, it makes your network less vulnerable to attack.

Incident Response

Whether the attack was successful or not, the first thing the team should do is assess the 
attack. They can do this using various networking tools available to network administrators 
and hackers alike. Some of these tools are discussed later in this lesson. 

There are a variety of things the after-attack team should look at. How did the attacker gain 
access to the network? They should evaluate how effective the network was at keeping them 
out. Were the attackers stopped before they got whatever they were after? If the attacker did 
get stopped, were they stopped at the perimeter of the network, or did they get some distance 
into the network before they were stopped? If the attacker got a certain distance into the 
 network before being stopped, what can be done to stop similar attacks closer to the outer 
edge of the network?

The after-attack team should also try to determine what data the attacker was after or 
what action they were attempting to accomplish. If they are able to determine what the 
attacker was after, then additional steps can be taken to protect that particular bit of data 
or that particular service because if a hacker tried once for a piece of data or to access a 
service and failed, they may make follow-up attempts to accomplish what they had failed 
to do the first time.

If the attack was successful, then the after-attack team has to answer many of the same 
 questions. If the attacker got into the network, then the team has to determine how they got 
into the network. Once they know this, they can then take actions to close that pathway of 
vulnerability in the future.

CERTIFICATION READY
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■ Network Tools that Can Be Used for Good or Bad

THE BOTTOM LINE 

This section of Lesson 9 describes various tools used by administrators to manage their 
networks and by hackers to break into the same networks the administrators are trying 
to protect.

There are many tools available for network administrators to use that allows them to 
 better protect their networks and to take actions when someone is invading their net-
works. However, many of these tools have dual uses. Network administrators may use 
them to protect their networks or hackers may use them to compromise their networks. 
We discuss some of these network tools in this section of Lesson 9. A few of the tools 
are useful primarily against attacks while a few are of use primarily by attackers. The 
rest are dual use.

Intrusion Detection Software (IDS)

Intrusion detection software (IDS) is software that is able to detect an intruder that has 
broken into a network or a computer. This software is often called a software firewall. Some 
popular examples of this type of software are ZoneAlarm, Windows Firewall, and Norton 
Internet Security. While this type of software is often called a firewall, it is not what would 
traditionally be considered a firewall. Traditionally, a firewall is a networking device specifi-
cally designed to prevent intruders from entering a network. Firewalls are designed to prevent 
attackers from getting into a network. IDS, because it resides on top of an operating system, 
only works after the attacker has gotten in and is able to be detected. It is this last distinction 
that prevents IDS from qualifying as a traditional firewall.

IDS detects intruders using many of the same techniques that antivirus software uses to detect 
malware. One tech technique used by IDSs to detect intruders is definitions. In antivirus 
software, definitions are a database of what different viruses look like. Antivirus software uses 
these definitions determine using comparison if a virus may be present in a scanned file. In 
IDSs, definitions are a database of what different types of intrusions look like. The IDS uses 
these definitions to compare observed network activity to the database to determine if it looks 
like an intrusion. The main problem with definitions is that they only cover known attacks. 
If a hacker comes up with a new type of attack, then that type of attack may not yet have a 
definition available and so an IDS relying solely on definitions would not be able to identify 
the attack.

The team also has to try to determine what the hackers did or stole from the network. 
This is important because what the hackers took or what they did to the network could 
have long-term consequences for the company. If they stole sensitive data, then steps 
need to be taken to minimize the impact of that data getting out. If the attackers com-
promised some network service or application, then steps need to be taken to counter 
their actions and make it so that in the future hackers will not be able to do that to your 
network again.

The most discouraging part of all this is that very often, even if you know you were 
attacked, you cannot determine what the hacker did or attempted to do, nor can you 
determine what they took or attempted to take. When that is the situation, the only thing 
the members of the after-attack team can do is determine to the best of their ability how 
the hackers got in, and instate countermeasures to prevent the same thing from happening 
again in the future. Even more discouraging is that many attacks go undiscovered or are 
discovered so long after the event that there is really no way to tell what the attacker did 
or how they did it.
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Another way that IDS detects intruders is to compare baseline activity of the computer or 
network to current activity. If there is a very large difference in what is considered normal 
activity on a network or computer and what is currently happening, then this is an indication 
that an attack may be under way.

No matter what detection method IDS uses to detect an attack, the software’s response is 
the same. When IDS uncovers some activity that looks like an attack, it warns the network 
administrator of the suspect activity. It is then up to the network administrator to investigate 
the activity and determine if an attack is indeed going on. If an attack is taking place, the 
administrator then has to decide what needs to be done to stop it.

Intrusion Prevention Software (IPS)

Intrusion prevention software (IPS) is an extension of IDS. Most of the IDSs men-
tioned earlier actually have IPS components built into them. Where IDS is only able to 
detect intruders and report it, IPS is able to take action against the intruder. This action 
can cover a wide range of activities including closing ports, blocking specific protocols, 
and blocking suspiciously behaving IP addresses. In point of fact, most modern IDSs 
could more accurately be called IDS/IPS because when most modern IDSs detect suspi-
cious activity, not only do they report it, they also take preprogrammed steps to stop the 
intrusion.

Packet Sniffers

Packet sniffers, which are also called packet analyzers are programs designed to capture 
 networkt packets and break them apart to analyze them. When a packet sniffer breaks the 
packets apart, you are able to see the various protocols that make up the packet as well as 
read the data that is encapsulated in the packet. This reveals information that is valuable 
to both network administrators in protecting their networks and hackers in invading net-
works. Some of the information found using packet sniffers includes source and destina-
tion logical addresses, source and destination MAC addresses, the protocols used to trans-
port the data, the kind of data being transported, the actual data itself if it has not been 
encrypted, and much more. This is all information that can be used to detect intruders and 
take action to stop them. It is also information that an intruder can use to compromise any 
network they are targeting.

Packet sniffing software is very useful software and something you have already been exposed 
to. The Wireshark program used earlier in this book is in fact a packet sniffing program that 
you have used and are somewhat familiar with. While Wireshark is a packet analyzer you have 
been exposed to, there are quite a few other ones out there. Some examples of other packet 
sniffing software are dSniff, The Dude, Cain and Able, and even the Network Monitor that 
comes with most Windows operating systems. These tools are very common and very useful 
for those with both good and bad intentions.

Port Scanners

Port scanners are software programs that are designed to search a host or a network server 
for port addresses that are open but not being used. Network administrators use these tools 
to look for open ports on their network servers and computers that need to be closed so 
that they cannot be exploited by hackers. Hackers use port scanners to look for open ports 
on  networks and computers so that they can be exploited. This tool, just like the protocol 
 analyzer, is one that can be used by both the good guys and the bad guys.
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Key Loggers

Key loggers are software programs or hardware devices that can be loaded onto a computer or 
plugged into a computer to record the keystrokes that are typed into the keyboard. In the case 
of a hardware key logger, a device is placed between the keyboard and the keyboard interface 
on the computer.

Key loggers are a tool that can be useful for finding out what an end user is doing on their 
computer in order to troubleshoot what they are doing wrong in a program. Hackers can 
also use key loggers to capture passwords without having to crack them. Some key log-
gers, especially those of the software variety, can also capture screen shots of what a person 
is doing on their computer making them even more useful for both hackers and network 
administrators alike.

Hackers use key loggers in the following way. A hacker slips a key logger onto a victim’s 
computer and sets it to activate every time the victim starts up their computer. The key 
 logger then makes a log of every keystroke the user types on their computer during the day. 
The hacker later retrieves the log created by the key logger. The hacker can do this by either 
retrieving the actual log or retrieving the device if it is hardware based. Once the log has been 
retrieved, the hacker sifts through the data collected to determine any usernames and pass-
word the victim used during the day. This tool also allows the hacker to circumvent other 
security measures such as any security questions. Anything requiring a typed response can be 
captured by a key logger.

On a more positive side, parents can also use key loggers to monitor what their kids are doing 
on the computers when the parent is not present to see. This is done much like the hacker 
would, except the parent has easy physical access to the computer, which a hacker may not 
have, and the parent is using the key logger for totally different reasons. Key loggers are tools 
that can be used by both the good guys and the bad guys, but are more likely to be used by 
the bad guys.

Password Capturing/Cracking Software

Password capturing software is exactly what its name implies; it is software that is used to 
capture passwords. The way password capturing software differs from key loggers is that it 
sits passively on a computer or network looking for usernames to go by and then it captures 
them in their encrypted form. A good example of software of this type is a program called 
PasswordDump. The password capturing software is slipped onto a vulnerable computer and 
quietly makes copies of all usernames and passwords that go by it on the network. The hacker 
is then able to retrieve the data captured by the software and use another program called a 
password cracker on it.

A password cracker is a software program that is designed to take a captured password hash 
and decrypt it so that the plaintext of the password can be seen. The hacker is then able to 
use this plaintext password to break into a target computer or network.

There are two main methods used by password crackers to break, or crack, passwords. The 
first is a simple dictionary attack. In a dictionary attack, a large database of possible pass-
words and their encrypted hash is used to compare the captured hash in the hopes of find-
ing a match that will reveal the plaintext password. These databases of passwords are called 
wordlists. There are some very good wordlists available on the Internet for those interested in 
experimenting with them. Because computers are very good at making huge numbers of com-
parisons very quickly, a dictionary attack can break a password rapidly assuming the password 
was located in the dictionary to start with. A large percentage of all passwords can be broken 
very quickly using this method.
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If a dictionary attack fails, then the password cracking software has to resort to another 
 method to break the password. In a brute force attack the password cracker keeps substitut-
ing letters, numbers, and special characters and encrypting them with the same encryption 
method used by the computer that originally created the password until it finds a hash that is 
a perfect match for the hash captured. The more characters and the more types of characters 
in a password, the longer it will take a computer to break a password using the brute force 
method. This is why you should try to make your password at least eight characters long and 
use uppercase, lowercase, and numbers in them. For additional security, special characters 
such as most of those found above the number keys on a keyboard can be used as well.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• What network security considerations you should have.
•  What social engineering is and how it is the most successful method to circumvent 

 security measures.
• What phishing is and how to avoid it.
• How passwords are stolen.
• A method for creating very secure passwords that are easy to remember.
• What identity theft is and ways to avoid it.
• About different types of malware.
• What the difference is between viruses, worms, and Trojans.
• Several different types of attacks used by hackers to cause harm on networks.
• What a Denial of Service attack is.
• What a man-in-the-middle attack is.
• What rogue access points are and different ways locate them.
• You learned different methods of countering some of the attacks covered in this lesson.
• How physical security is just as important as other types of security on a network.
• That one of the most successful ways to counter hackers is to train your end users.
• The difference between secure and unsecure protocols.
• Some examples of secure and unsecure protocols.
• How encryption works.
• What certificates are and how they are used in networking.
• What authentication is.
• What RADIUS and TACACS+ are and how they are different.
• What CHAP, MS-CHAP, and EAP are and how they differ from each other.
• What Network Access Control is.
• Some commonly used networking tools that can be used for good and bad purposes.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The single most common method used to penetrate network defenses and steal informa-
tion that a company has is _________________________.

Knowledge Assessment
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 2. _____________________ is a method used to steal passwords and account information 
that commonly involves e-mails and bogus web sites.

 3. A form of malware that is used to steal personal information and web surfing habits is 
called ___________________________________.

 4. A ___________________ is a form of malware that changes already existing files in an 
attempt to cause harm to a computer.

 5. A ________________________ is a form of malware that conceals itself as a legitimate 
program it has replaced.

 6. A form of malware that attempts to sneak itself onto a computer without being noticed 
and then executing itself without trying to replace a legitimate program is called a 
_________________.

 7. When a hacker tries to overload a system by flooding it with irrelevant network traffic, 
the hacker has launched a _____________________ attack.

 8. A _______________________ is a wireless access point that does not belong on a 
 network.

 9. A piece of software that is designed to look for and detect network intrusions is called 
_______________________________________.

 10. ____________________ is an open authentication protocol that uses a three-way- 
handshake to authenticate a client to a server.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. A secure protocol used to transport HTML pages across the Internet is ___________.
a. HTTP
b. FTP
c. HTTPS
d. SSL

 2. _________________ is a secure protocol used to manage devices on a network.
a. SCP
b. SNMPv3
c. SNMPv1/2
d. SSH

 3. Which of the following does AAA stand for?
a. Authentication, Authorization, Accounting
b. Access, Authentication, Accounting
c. Accounting, Access Control, Authorization
d. Access Control, Accounting Control, Authorization Control

 4. Which of the following are considered unsecure protocols? (Choose all that apply.)
a. HTTP
b. Telnet
c. RSH
d. SFTP
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 5. _______________ is a form of encryption that requires each party to have the same key.
a. Public key encryption
b. RSH encryption
c. Codebook encryption ring
d. Private key encryption

 6. A software program that is able to detect when a hacker intrudes into a network and is 
able to take steps to stop the attack is called what?
a. Intrusion detection software
b. Intrusion prevention software
c. Phishing software
d. PKI software

 7. The authentication protocol most commonly used by Windows domain controllers to 
control access to their domains in a LAN environment is called what?
a. RADIUS
b. TACACS+
c. EAP
d. Kerberos

 8. ___________ is a proprietary authentication protocol that uses a three-way-handshake 
to allow access to a network.
a. MS-CHAP
b. CHAP
c. TKIP
d. PKI

 9. ____________ is a form of encryption generally used with wireless LANs.
a. EAP
b. AAA
c. TKIP
d. PKI

 10. Which of the following are important functions of both RADIUS and TACACS+? 
(Choose all that apply.)
a. Authentication
b. Access Control
c. Authorization
d. Accounting
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Lab Exercises
■ Lab 1

Installing Malware Detection and Protection Software

The purpose of this lab is to teach the student what malware detection and protection soft-
ware is and how it can benefit them. This will be done by having the student install a com-
monly used malware detection software program that is free and then have them use it.

MATERIALS

• A computer running Windows XP, Windows Vista, or Windows 7

• Access to the Internet

• A web browser

• Paper

• Pen or pencil

THE LAB

Download the Software Malwarebytes

 1. Place www.filehippo.com in the URL bar of your web browser.

(Note: www.filehippo.com was chosen as the URL to download this software program 
because it has been around a very long time and keeps copies of all versions of any 
 program it makes available for download.)

 2. Look around this site. What kind of site is it?

 3. Write down some programs that you find interesting.

 4. Go to the search bar found on the File Hippo site and type malwarebytes.

 5. What comes up?
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Install Malwarebytes Anti-Malware Software

Use Malwarebytes

 1. If you chose the run option from the dialog box mentioned earlier, then skip the next 
step. Malwarebytes either has been installed on your computer or is in the process of 
being installed.

 2. If you chose to save the file nbam-setup-x.xx.exe, then navigate in your computer to the 
location where you chose to save the file and double-click it. This will begin the process 
of installing Malwarebytes to your computer.

 3. As Malwarebytes begins to install on your computer, it will ask you some installation 
questions. Just take the default options.

 4. When Malwarebytes is finished installing, start it up if it does not start itself automatically.

 1. What different tabs are available in Malwarebytes. Write them down.

 6. What version of Malwarebytes is shown?

 7. What kind of software does the description say Malwarebytes is?

 8. Click on the Download link.

 9. Where does this take you?

 10. What do you notice over on the right side of the new web page?

 11. Click on the Download Latest Version link in the top right corner.

 12. When the dialog box to save or run the file mbam-setup-x.xx.exe comes up, either save 
the setup file to a specific location on your computer or run it from this dialog box.

(Note: If you chose to save the file in a specific location on your computer, write down 
the path used to save it on a separate piece of paper.)
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 2. What are the differences between the various types of scans? Which scans can you 
 perform with the free version of this software? Write them down.

 3. Click on the Protection tab. What additional features do you get if you purchase 
Malwarebytes? Write them down. Write down the purchase feature you think most  valuable.

 4. Click on each of the other tabs. What features are revealed when you open the other tabs?

 5. Write down the tab number under which the tool called File Assassin is found. What 
does File Assassin do? What does this mean?

 6. Go back to the Scanner tab. Click on Perform Quick Scan to do a quick scan of your 
computer. Was any malware found on your computer? If so, list some examples of what 
was found. Have Malwarebytes remove any malware it found.

 7. If you have time and your teacher allows it, run a full scan. What is the difference 
between a quick scan and a full scan? Did the full scan find any malware the quick scan 
missed? If so, what?

 8. Do you think this is a useful program to know about? Why or why not?

■ Lab 2

Installing Intrusion Detection and Protection Software

The purpose of this lab is to teach the student what intrusion detection and protection 
 software is and how it can benefit them. This will be done by having the student install a 
commonly used intrusion detection software program that is free and then have them use it.

MATERIALS

• A computer running Windows XP, Windows Vista, or Windows 7

• Access to the Internet

• A web browser

• Paper

• Pen or pencil
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THE LAB

Download the Software ZoneAlarm

Install the ZoneAlarm Intrusion Detection Software

 1. Place www.filehippo.com in the URL bar of your web browser.

 2. Go to the search bar found on the File Hippo site and type ZoneAlarm.

 3. What version of ZoneAlarm is shown? How big is the download?

 4. Click on the name ZoneAlarm. What additional information comes up?

 5. What tabs appear? Write down the type of information found under each tab?

 6. What is found under the description information on the Description tab?

 7. Click on the Download Latest Version link in the top right corner.

 8. When the dialog box to save or run the file zaSetup_xx_xxx_xxx_en.exe comes up, either 
save the setup file to a specific location on your computer or run it from this dialog box. 
(Note: If you chose to save the file in a specific location on your computer, remember 
where you saved it.)

 1. If you chose the run option from the dialog box mentioned previously, then skip the 
next step. ZoneAlarm either has been installed on your computer or is in the process of 
being installed.

 2. If ZoneAlarm setup ran automatically, then you will need to close all open programs 
before it can fully install.

 3. If you chose to save the file zaSetup_xx_xxx_xxx_en.exe, first shut down all running pro-
grams and then navigate in your computer to the location you chose to save the file and 
double-click it. This will begin the process of installing ZoneAlarm to your computer.

 4. As ZoneAlarm begins to install on your computer it will ask you some installation ques-
tions. Just take the default options.

 5. When ZoneAlarm is finished installing, you will need to restart your computer. Do this, 
and then start ZoneAlarm up if it does not start itself automatically.
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Use ZoneAlarm

 1. When ZoneAlarm starts up, what boxes appear on the interface? Write them down. Why 
are some boxes one color and the others a different color?

 2. What functionality comes with the free version of ZoneAlarm. Write it down.

 3. When you click the Firewall icon, what comes up? Write down some of the options you 
see there.

 4. What happens when you click the Anti-Virus/Anti-Spyware icon? Write down the 
result. Why do you think this happened?

 5. What do you see over on the left side of the dialog box? Write down the main options 
there. Which one is currently active?

 6. Click on the Firewall icon on the left side of the interface. Write down the two main 
options under the Firewall icon.

 7. What is showing in the main portion of the Dialog box while Main is active?

 8. What shows when you click the Zones link under the Firewall icon on the left side of 
the dialog box? Copy on a piece of paper the table you see in the main portion of the 
dialog box. What do you think the table means?
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 9. What buttons are found in the bottom part of the main dialog box? Write them down. 
Click on Edit, what do you see? Close Edit without making any changes.

 10. Look at the ? in a circle in the bottom portion of the left side of the dialog box. Click on 
the question mark. What comes up? Close it.

 11. Click on the Programs Control icon in the left side of the dialog box. What does this 
show?

 12. What happens if you click on the Programs link under the Program Control icon? Write 
down some of the programs you see listed.

 13. Do you see any programs that are checked as un-trusted? Why do you think they are 
 un-trusted?

 14. Do you think this is a useful program to know about? Why or why not.

 15. Close ZoneAlarm by clicking on the X in the upper right corner of the window the 
 dialog box is in.

 16. If your instructor tells you to, uninstall ZoneAlarm because it will interfere with any 
other IDS that may be running on your computer.
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

Firewalls Given a scenario, install and 2.1
 configure routers and switches.
 • Interface configurations
  • MAC filtering
 • Traffic filtering
 Explain the purpose and features 4.1
 of various network appliances.
 • Proxy server
 • Content filter
 Explain the methods of network 5.2
 access security.
 • ACL
  • MAC filtering
  • IP filtering
  • Port filtering
 Given a scenario, install and 5.5
 configure a basic firewall.
 • Types:
  • Software and hardware firewalls
 • Port security
 • Stateful inspection vs. packet filtering
 • Firewall rules:
  • ACL
 • DMZ
 Categorize different types of 5.6
 network security appliances 
 and methods.
 • IDS and IPS:
  • Network-based
  • Host-based
 • Methods:
  • Honey pots
  • Honey nets

Tunneling and Encryption Explain the purpose and features 4.1
 of various network appliances.
 • Load balancer
 • Proxy server
 • Content filter
 • VPN concentrator
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 Explain the methods of network 5.2
 access security.
 • Tunneling and encryption
  • SSL VPN
  • VPN
  • L2TP
  • PPTP
  • IPSec
  • ISAKMP
  • TLS
  • TLS1.2
  • Site-to-site and client-to-site
 • Remote access:
  • RAS
  • RDP
  • PPPoE
  • PPP
  • ICA
  • SSH

Wireless Authentication Given a scenario, implement 5.1
and Encryption appropriate wireless security
 measures.
 • Encryption protocols:
  • WEP
  • WPA
  • WPA2
  • WPA Enterprise

Best Practices Explain common threats, 5.4
 vulnerabilities, and mitigation
 techniques.
 • Mitigation techniques:
  • Training and awareness
  • Patch management
  • Policies and procedures
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K E Y  T E R M S

Access Control List (ACL)

access policies

algorithm

application layer firewalls

Authentication Header (AH)

best practices

cipher

content filtering

definition

Demilitarized Zone (DMZ)

Directory Services

dual firewall configuration

e-Directory

Encapsulating Security
 Payload (ESP)

encryption

filtering

firewall

Graphical User Interface (GUI)

host-based firewalls

Host-Based Intrusion Detection
 System (HIDS)

Host-Based Intrusion Prevention
 System (HIPS)

Host-to-host communications

Internet Key Exchange (IKE)

Internet Protocol Security (IPSec)

Layer 2 Forwarding (L2F)

Layer 2 Tunneling Protocol
 (L2TP)

c10NetworkAccessSecurity.indd Page 332  13/02/12  4:51 PM user-f396c10NetworkAccessSecurity.indd Page 332  13/02/12  4:51 PM user-f396 F-396F-396



Network Access Security | 333

Lightweight Directory Access
 Protocol (LDAP)

Link Control Protocol (LCP)

MAC address filtering

network-based firewalls

Network Control Protocol (NCP)

Network Intrusion Detection
 System (NIDS)

Network Intrusion Prevention
 System (NIPS)

network layer firewall

network security policy

network-to-host communications

network-to-network communications

packet filters

password policies

plaintext

Point-to-Point Protocol (PPP)

Point-to-Point Protocol over
 Ethernet (PPPoE)

Point-to-Point Tunneling Protocol (PPTP)

policy

port security

procedure

proxy server

Remote Access Services (RAS)

Remote Authentication Dial-In
 User Service (RADIUS)

Remote Desktop Connection

Remote Desktop Protocol (RDP)

Remote Desktop Service 

scanning services

Secure Sockets Layer (SSL)

Secure Sockets Layer VPN (SSL VPN)

signature

signature identification

single firewall configuration

stateful firewall

stateful inspection

stateful packet inspection

stateless packet inspection

System Intrusion Detection
 Software (SIDS)

System Intrusion Prevention
 Software (SIPS)

Terminal Services

Terminal Services Client

transport mode

tunnel mode

Temporal Key Integrity
 Protocol (TKIP)

tunneling

virtual dial-up

Virtual Network Computing (VNC)

Virtual Private Network (VPN)

VPN concentrator

Web VPN

Wi-Fi Protected Access (WPA)

Wired Equivalent Privacy (WEP)

X11

zone-based firewall

Ray Bath is a network administrator. Management has tasked him to develop policies for the 

company to follow regarding network access and security. What types of things does Ray need 

to consider while he is creating these policies?

■ Firewalls

THE BOTTOM LINE 

In the first section of Lesson 10, we discuss firewalls—how they are used, where to locate 
them, and what technologies they use to carry out their jobs.

Firewalls are used in apartment complexes or other large buildings with numerous rooms. In such 
buildings, the firewall is a specially built wall that is designed to prevent fire from entering an 
apartment or to limit its ability to spread from one room to another within the larger building. In 
networking, something similar is used. However, in networking the objective of the firewall is not 
to limit how fire can spread but to prevent security threats from spreading. The purpose of a net-
work firewall is to prevent a hacker or other security threats from entering the network, or baring 
that, to limit their ability to spread through the network. In this lesson, we spend a lot of time dis-
cussing these firewalls. These firewalls come in two very broad categories—network-based firewalls 
and host-based firewalls. We are going to discuss the network-based firewall category first.

Network-based Firewalls

Network-based firewalls reside on the network. They are usually hardware in nature but are 
augmented with additional software. In fact many firewalls are built into or on top of routers. 
This type of firewall would be considered a true firewall because its job is to prevent a threat 

CERTIFICATION READY
What is a firewall? What 
is the difference between 
host-based and network-
based firewalls?
5.5
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Figure 10-1

Single firewall configuration

Servers

Firewall Router to

External Network

Internal Network

from actually entering the network it is protecting. Other firewalls that may be built further 
into the network are designed to prevent any threats that may have entered the network from 
spreading further into the network.

There are two common firewall configurations that are used in the industry. The simplest and 
most basic configuration uses only one firewall to protect the network. The type of firewall is 
sometimes referred to as a single firewall configuration. Figure 10.1 illustrates a single fire-
wall configuration.

As you can see in Figure 10-1, a single firewall configuration uses one firewall. In this con-
figuration, a single firewall is placed between the external network, usually the Internet, and 
the internal network. This configuration also allows for the servers to be segregated from the 
main internal network as well. In this configuration, a threat has to break through the firewall 
before it can either attack the servers or the internal network.

The dual firewall configuration, also known as the DMZ configuration, is also very com-
monly used. In fact, the dual firewall configuration is actually the preferred configuration 
because it places an extra layer of defense between your internal network and the external net-
work. Figure 10-2 illustrates a dual firewall configuration.

In the dual firewall configuration as seen in Figure 10-2, two firewalls are used instead of 
one. One firewall blocks off access to the external network while the other firewall blocks off 
access to the internal network. The area in between the two firewalls is called the DMZ or 
Demilitarized Zone. This means the area acts as a buffer between the internal and external 
networks.

Often, certain types of servers such as e-mail servers, DNS servers, web servers, FTP servers, 
and others are placed in this area. These types of servers are placed here because they are serv-
ers that generally need access to both the internal and external networks. Placing these servers 
in the DMZ area gives them access to the external network without comprising the internal 
network. Hackers commonly target these types of servers because they need access to the ex-
ternal network. By placing servers that are common hacker targets in the DMZ, even if they 
become compromised, they will not expose the internal network.
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Servers that do not need access to the external network like file servers, database servers, do-
main controllers, and similar type servers are not placed into the DMZ. These types of servers 
should only be accessible to those within the network. If they were placed in the DMZ, they 
would be more accessible to hackers and other security threats found on the external network. 
These types of servers should be placed in the internal network. Placing them there gives 
them an added layer of defense from hackers. This is especially important because these are 
also the servers that most likely contain information of interest to hackers. Figure 10-3 shows 
how these servers would be placed if a DMZ were present.
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CERTIFICATION READY
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host-based IDS/IPS and 
network-based IDS/IPS?
5.6

Before going into more detail about network based firewalls and how they are used to protect 
networks, we will look at a different but somewhat related technology. This technology is 
called a proxy server. Proxy servers are related to firewalls in that they reside on the network 
and are used to manage traffic on the network. Proxy servers are even used to increase net-
work security in some situations. However, they are different because they are not firewalls. 

Proxy server
Proxy servers are used as an intermediary between networks and servers. A proxy server can be a 
purpose built device, installed on a network device including in some circumstances a router, or 
an application running on a server somewhere on the network. The purpose of having a proxy 
server is to intercept signals to specific servers or other devices before passing them on. 

Once a proxy server receives a signal it can do several different things with it. One thing the 
proxy server can do with the signal is evaluate it and decide to pass it on or not to pass it on 
based on criteria stored in the proxy server. The proxy can also intercept the signal and at-
tempt to service the request based on information the proxy server has stored in its memory 
from previous similar request. This is called a cache. If the proxy server is unable to service 
the request it then passes the signal on to the original device the signal was intended for. This 
is done to reduce demands on the device the request was originally made to. Another thing 
a proxy server can be used for is to conceal the identity of the person making a request from 
the network. This concealment can be done for privacy reasons or for more nefarious pur-
poses such as by passing security or parental consent controls. Proxy servers can even be used 
to alter request coming into a network or going out of a network. This may be done to cir-
cumvent restrictions placed on the network or some of the content located on the network. 

NETWORK INTRUSION DETECTION SYSTEM/NETWORK INTRUSION 
PREVENTION SYSTEM (NIDS/NIPS)
NIDS stands for Network Intrusion Detection System and NIPS stands for Network 
Intrusion Prevention System. Both of these products work just like the IDS and IPS dis-
cussed in Lesson 9. Also, like with the IDS and IPS counterparts discussed in Lesson 9, pretty 
much all NIDS currently on the market also contain NIPS functionality. In the cases of both 
IDS/IPS and NIDS/NIPS, the software is designed to look for evidence of intruder activity, 
report it, and act to stop the intrusion that has been detected.

There are two main differences between IDS/IPS and NIDS/NIPS. The first difference is 
where you locate the software. While IDS/IPS are generally located on local computers, 
NIDS/NIPS are located on network appliances. Specifically NIDS/NIPS is a program that 
runs on specialized hardware that is intended to be a platform from which to run the NIDS/
NIPS software. The NIDS/NIPS are often placed on specialized routers or a computer that 
has been custom built to serve as a NIDS/NIPS platform. In the case of a custom computer, 
the operating system of choice is often Linux.

Once your NIDS/NIPS is on its host platform, the host platform needs to be positioned on 
the network somewhere where all traffic on the network has to pass through the NIDS/NIPS 
platform. This location is often on the line between a firewall and the switch that links the 
firewall to the rest of the computer. Figure 10-4 shows possible locations of NIDS/NIPS plat-
forms using the DMZ diagram.

As you can see in Figure 10-4, the possible NIDS/NIPS placement locations are where data 
flow is restricted down to a single connection before spreading out to multiple connections. 
Like in Figure 10-4, it is possible to have multiple NIDS/NIPS on a network.

The second main difference between IDS/IPS and NIDS/NIPS is that NIDS/NIPS software 
is used for both incoming and outgoing communications, while IDS/IPS is mostly restricted 
to incoming communications. The reason NIDS/NIPS is used for both incoming and outgo-
ing communications is because threats to a network can come from both internal and external 
sources and a NIDS/NIPS needs to be positioned to detect both types of threats. Another 
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reason to have NIDS/NIPS handling both incoming and outgoing communications is to give 
the network administrator the ability to use data collected by the NIDS/NIPS to determine 
what is happening during an ongoing attack against your network. If your NIDS/NIPS ana-
lyzes both incoming and outgoing communications, it becomes easier to get an accurate pic-
ture of what the attack is doing, which makes it easier to counter.

Host-based Firewalls

Host-based firewalls are basically software packages that run on a computer platform. These 
firewalls have the ability to evaluate packets that arrived in the host and determine whether they 
are malicious. Host-based firewalls can evaluate and filter packets just like a more conventional 
network-based firewalls such as the ones previously discussed. The main difference between a 
host-based firewall and a network-based firewall is that a network-based firewall is designed to 
stop threats from entering the network whereas a host-based firewall is designed to stop threats 
once they have reached the host they are protecting. In this sense, a host-based firewall is not a 
true firewall because it only works after the threat has gotten to the host.

Firewalls that are host based are sometimes called Host-Based Intrusion Detection System or 
HIDS. Occasionally it may also be referred to as SIDS, which stands for System Intrusion 
Detection Software. However, most commonly, this software is simply referred to as a computer’s 
firewall. Either way, most HIDSs also contain the ability to prevent intrusions or to take action 
against the intrusion once it is detected. In this way, a HIDS works just like a NIDS.

When a HIDS has the ability to prevent an intrusion or take action against a detected intru-
sion, it becomes a Host-Based Intrusion Prevention System or HIPS, which is sometimes 
referred to as a SIPS or System Intrusion Prevention Software. In this way, most HIDSs are 
also HIPSs; so when you refer to a HIDS, it is assumed that the software in question also has 
the ability to prevent intrusions, not just detect them.

Common Features of a Firewall

Whether a firewall is network based or host based there are some common features they all 
share. In this section of Lesson 10, we discuss those common features.
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APPLICATION LAYER VERSUS NETWORK LAYER
The first feature to discuss is whether a firewall works on the Application layer of the TCP/IP 
Model—also called TCP/IP stack—or the Network layer. Depending on the layer on which 
the firewall is working, it will behave in different ways and be able to do different things.

Application layer firewalls work with protocols and services that are located on the 
Application layer of the TCP/IP protocol stack. This means that application layer firewalls can 
be used to block TELNET, DNS, FTP, HTTP, and any other protocols or services also lo-
cated on the Application layer. Such firewalls are also called proxy servers. Like other firewalls, 
Application layer protocols come in two types, network based and host based. The primary dif-
ference between these two types of application layer firewalls is where they reside.

An Application layer firewall is able to control input and output or access to, from, or by any 
Application layer protocol based on the firewall’s policy setup. Application layer firewalls aside 
from the capabilities just mentioned, are also able to block service calls from Application layer 
protocols and services. This is an effective capability to give a firewall because it is often via 
service calls that hackers using worms or Trojans are able to affect computer systems.

To sum up, Application layer firewalls are designed to target one or two Application layer 
protocols, depending on what protocols they are preconfigured to filter. Application firewalls 
can work on either the input or output of Application layer protocols and can even block 
service calls that do not match up to a certain set of standards that are preconfigured in the 
Application layer firewall.

Network layer firewalls, as the name implies, are firewalls that work on the Network layer 
of the TCP/IP protocol stack. This means that they primarily target packet communications. 
Because Network layer firewalls tend to target packet traffic on a network, they are often re-
ferred to as packet filters. The packets filtered by a Network layer firewall can be filtered by a 
wide variety of criteria. Some of these criteria are source and destination IP address, port ad-
dresses, what higher-level protocols the packet contains, and many other criteria. The criteria 
used are limited by what the network administrator configures into the firewall.

Another advantage of Network layer firewalls is their speed. Because the packets filtered by a 
Network layer firewall usually only have to read the header of a packet, they tend to be able 
to test their packet criteria very quickly. This allows the Network layer firewall to move data 
quickly through its checks.

There are two general types of Network layer firewalls in use. Those two types are called state-
ful and stateless firewalls. We examine these two types of Network layer firewalls next.

Stateful versus stateless
The easiest way to approach the differences between stateful and stateless firewalls is to ex-
plain the more complex of the two—stateful firewalls. A stateful firewall is a firewall that fil-
ters packets based on their state. This process is called a stateful packet inspection or stateful 
inspection. For a stateful packet inspection to happen, there are a couple of things that have 
to be in place. One, the firewall doing the stateful inspections needs to be able to keep track 
of all the network connections currently flowing through the router. This includes both TCP 
and UDP sessions. Next, the router needs to know what state every connection is in at any 
given moment. A connection’s state includes such things as IP address, port number, sequence 
number, and packet type (i.e., an acknowledgment packet, synchronization packet, keep alive 
packet, and so on). Once the firewall is able to keep track of each session and the state each 
connection is currently in, it then has the ability to inspect each packet to make sure that the 
packet belongs to the session it claims to belong to and that the packet contains the expected 
state of the next packet that is supposed to be a part of that session. Keeping track of all this 
information causes the network to run slower because of the overhead involved. Additionally, 
because of the extra processing power and memory needed for stateful firewalls, they tend to 
cost more money.

CERTIFICATION READY
What is the difference 
between Application 
layer firewalls and 
Network layer firewalls?
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Using a stateful firewall makes it very difficult for a hacker to hijack a session because not only 
is the firewall monitoring the protocols and IP that belongs to each session, it is also keeping 
track of what type of packet is supposed to arrive next for each session. If a sequence number is 
wrong, or a synchronization packet is arriving out of place or when an acknowledgment packet 
is expected, the firewall knows to block that packet. Also if a synchronization packet arrives 
when a data packet is expected, again the router knows to block that packet.

A firewall that is able to recognize synchronization (SYN) packets and what is supposed to 
come after them makes it much more difficult for Denial of Service (DoS) attacks to be used 
against a computer because many modern DoS attacks are of the SYN attack variety. This 
type of DoS attack is where the hacker attempts to flood a target computer or server with 
a continuous flow of SYN requests. The hacker does this with the hopes of overflowing, or 
using up, the memory of the target router or switch so that the target network is no longer 
able to access its network. With a firewall in place that can perform stateful inspections, the 
firewall is able to recognize what is happening and deny the malicious SYN requests access 
to the network it is protecting, thereby preventing the SYN attack from being successful.

Stateless packet inspection is another way for firewalls to monitor traffic coming into a 
network. Stateful packet filtering requires the firewall to know the state of each connection 
in order to properly filter packets. Stateless packet filtering firewalls, on the other hand, treat 
each packet as if it were a separate entity. This means that each packet is evaluated on an 
individual basis without regard to which session they are part of or what the state of that ses-
sion is. The result is that data is able to move very quickly around the network as compared 
to stateful packet inspection because of the lower overhead needs. However, the downside is 
that networks that use stateless firewalls are more vulnerable to hackers hijacking them. As 
with everything, it is a trade-off. If security is your most important goal, then stateful fire-
walls are your best option. If speed is your primary goal, then stateless firewalls are your best 
option. Stateless firewalls, because of the lower overhead requirements, and therefore lower 
processing and memory requirements, generally cost less than stateful firewalls.

SCANNING SERVICES
Scanning services are simply the ability of a firewall to scan packets and protocols for spe-
cific threats. For example, a firewall with scanning services can scan http traffic for spyware 
or viruses. Similarly, a firewall with scanning services set to scan SMTP could scan e-mail for 
things like spam. In short, scanning services are firewall services set to scan different types of 
traffic for threats related to the type of traffic for which they are scanning.

CONTENT FILTERS
Content filtering is similar to scanning services but it goes quite a bit further. In the case of scan-
ning services, specific threats are looked for in the packets being scanned. Content filtering is a bit 
less specific. In content filtering, the firewall or other device doing the filtering looks at the actual 
content of the data coming into the device and evaluates it against a predefined set of guidelines 
about what is allowed through. While scanning services may block spam simply because of its 
source IP, content filtering blocks spam because of its content, regardless of where it came from.

Another example of content filters are programs like Net Nanny, Cyber Patrol, and others that 
do not allow specific websites through a web browser based on predefined content restrictions. 
In these cases, if it has been predefined that websites containing specific words be blocked, then 
any website with one of the banned words will not be allowed to download to the web browser. 
Many businesses do exactly this kind of blocking of websites with specific content restriction 
criteria to prevent harassment lawsuits or because certain content violates their Internet policies. 
Parental controls, which are now built directly into Windows 7, are also a form of content filters.

There are a wide variety of content filters. The main thing that makes a filter a content filter, 
rather than a filter of some other type, is the fact that content filters actually look at the data 
coming into a network or computer and filter based on the content of that data. Other types 
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of filters use other criteria such as specific addresses, protocols, ports, and so on, but not the 
content of the data. In other words, if you have an antivirus program that looks for viruses 
by actually testing the data of incoming traffic, then that antivirus program is a content filter. 
However, if you have an antivirus program that simply compares virus patterns and defini-
tions against the patterns seen in incoming traffic, then your antivirus program is not a con-
tent filter. Good antivirus software will do both.

SIGNATURE IDENTIFICATION
Signature identification is the process used by many firewalls, IDSs, and antivirus programs 
that use something called signatures or definitions to identify threats. Many threats, whether 
viruses or network attacks, have unique patterns that uniquely identify them. These patterns 
are called signatures or definitions. In the case of viruses, each virus creates a unique pattern 
or code in the infected file that allows antivirus software to identify it. In the case of IDSs or 
firewalls, each type of attack follows a unique pattern that identifies it from other types of at-
tacks. By collecting these patterns and placing them in a database called a definition or signature 
base, threats can be compared to current activity on a network or computer to see if the activity 
matches threat profiles, or signatures, in the database. If the current activity matches, then the 
antivirus software or the IDS knows that a threat to the system is currently active. Once the 
threat has been identified, the software can notify the administrator and act in a preprogrammed 
way to counter the threat.

The biggest flaw with this type of threat assessment system is that it can only work against 
threats that are known by the antivirus or IDS software in use. If the signature database of the 
software does not contain a threat’s signature, then the software is not aware the threat even ex-
ists. The best defense against this happening is keeping your antivirus or IDS signature database 
up to date. Keeping the database up-to-date is why many software programs of this type auto-
matically update their signature database without requiring input from the system administrator.

Even with up-to-date signatures, if a threat was not previously known, your system or net-
work is vulnerable to it. Because of this vulnerability to unknown threats, it is a good idea to 
not just rely on signature identification as your only way to identify and respond to threats. 
Good IDS and antivirus software uses more than one of the methods discussed, as well 
as some methods not discussed, to identify threats. If your software does not use multiple 
threat identification methods, you should probably consider getting a software that does.

ZONES
Zone-based firewalls create firewalls on a router based on groups of interfaces instead of in-
dividual interfaces as the previously discussed firewall methods did. When using zone-based 
firewall configurations, there are three rules that always apply and are the basis for allowing or 
disallowing communications to pass through the firewall. These rules are as follows:

• Interfaces that share the same zone can always talk to each other.

• Interfaces in one zone cannot talk to interfaces in another zone unless there are explicit rules 
written into the firewall configuration that allows different zones to talk to each other.

• Interfaces that are not part of a zone cannot talk to any interfaces that are part of a zone.

Figure 10-5 helps explain these rules and helps you visualize how zone-based firewalls work.

In Figure 10-5, we see a router with six interfaces labeled E0 through E5. Interface E0 is 
assigned to Zone 1; interfaces E1 and E2 are assigned to Zone 2; interface E3 is not assigned 
to a zone; finally, interfaces E4 and E5 are assigned to Zone 3. Keep the basic rules listed 
earlier in mind when you examine the rules as they are applied in Figure 10-5:

• Rule 1: Interface E1 and E2 or interfaces E4 and E5 can always talk to each other.

• Rule 2: Interfaces E1 and E2, E4 and E5, and/or E0 can only talk to each other if they 
are explicitly allowed to in the router’s configuration.

• Rule 3: Interface E3 cannot talk to any of the other interfaces.
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Figure 10-5

Zone-based firewall

The primary advantage to zone-based firewall configuration is that it allows the administrator 
to apply rules to groups of interfaces on a router all at once rather than to each individual 
interface. This simplifies the job of the network administrator when it comes to creating 
firewall policies for their network. To explain this, look at the following example.

If you have a router with multiple interfaces and three of those interfaces all connect to your 
internal network, you could simply create a zone for those three interfaces and create rules for 
that zone rather than having to make separate rules for each one of the three interfaces. Using 
zones also allows you to block one or more interfaces in the router from the other interfaces 
without having to make a set of rules that explicitly do this. This can be accomplished simply 
by not putting the interface you want blocked in a zone. Alternatively, you could create a 
special zone for the interface you wish to block and not make any rules allowing it to connect 
to the other zones on your router. Either way, you have blocked the interface without having 
to tell all the other interfaces what you have done.

The end result is that complex firewall configurations can be somewhat simplified by the use 
of zones. Zones also give the network administrator an added level of control when it comes to 
permitting or not permitting interfaces on the same router to communicate with each other.

Filtering

Filtering is one of the methods used by firewalls to protect a network from malicious attacks. 
Filtering comes in many varieties. We have already looked at some types of filtering such as 
stateful and stateless filtering. However, there are some other methods used in filtering that 
we will look at now. Any time a characteristic of a packet such as its IP address or port ad-
dress is used to allow or block IP packet traffic on a network it is called packet filtering or 
sometimes traffic filtering. Generally the terms packet filtering and traffic filtering are used 
interchangeably when discussing filtering based on characteristics of IP packets. Several of 
these types of filtering methods will be discussed below.
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ACCESS CONTROL LIST (ACL)
An Access Control List (ACL) is a list of rules or policies programmed into a router, or other 
device, to control what is able to gain access to a network. ACLs can be used with a wide 
variety of criteria to control access to a network. The criteria used by ACLs can range from a 
specific computer addresses, to specific address ranges, to specific protocols and even to spe-
cific TCP ports. Whatever criteria is used by an ACL the goal is the same, to prevent specific 
communications into a network while at the same time allowing others to pass freely.

MAC filtering
MAC filtering is a form of filtering that relies on the MAC address or physical address of a 
device to decide if communications from that device are allowed into the network. This type 
of filtering is common on wireless LANs. For MAC filtering to work on a wireless LAN, the 
access point or router, which is being used to control access to the network, needs to contain 
a list of MAC addresses that are allowed into the network. If a device attempting to access 
the network has a MAC address that matches one the MAC addresses on the list, the device 
is allowed access to the network. If the device attempting to gain access to the network does 
not have a MAC address that matches one of the addresses on the list, it is not allowed ac-
cess to the network.

While this is a basic form of protection found on many wireless LANs, it is not foolproof. 
In order for hackers to get around this protection, all they have to do is listen to the network 
long enough to find a valid MAC address and then spoof their devices so that the device 
tells the access point that its MAC address is one of the MAC addresses recognized as valid. 
Software is used to intercept the MAC address of the device used by the hacker before the 
MAC address leaves the wireless NIC and a valid MAC address is substituted in its place. 
Software to do this can commonly be found on the web, especially at hacker sights.

IP filtering
IP filtering is similar to MAC filtering, except that it uses IP addresses instead of MAC ad-
dresses. Also, while MAC filtering is commonly used on wireless LANs, IP filtering is more 
commonly used on wired networks. Functionally, however, they do the same job. One advan-
tage of IP filtering over MAC filtering is that IP filtering allows you to block or allow whole 
ranges of IP addresses. With MAC filtering, you have to program specific MAC addresses 
into your router if you want them blocked or allowed.

IP filtering is commonly used in routers to control access to networks and/or specific devices 
on networks. In fact, a Cisco router called a Standard Access Control List is an ACL that re-
lies solely on IP filtering to permit or deny access. If you want to do more advanced filtering 
beyond simple IP filtering on Cisco routers, you need to create something called an Extended 
Access Control List. Extended ACLs, while they allow filtering via IP address, also allows a 
more advanced filtering technique called packet filtering, which we look at next.

Port filtering
Port filtering is the practice of filtering out specific protocols from a data signal based on the 
TCP or UDP port address of the protocols to be filtered. For example, if a network admin-
istrator wished to filter out web traffic from a data signal they would block port address 80, 
which is the TCP port address of the HTTP protocol. In the same way, if a network adminis-
trator wished to block out e-mail from a data signal they would block TCP port 25. 

Another way port filtering can be used is to block all protocols except for a specific protocol. 
In this way, only specific protocols will be allowed into a network device. Using the previ-
ous examples, if a network administrator wanted only web traffic to come through a specific 
network node, they could block all ports except for port 80. In the same way, if a network 
administrator wanted only e-mail traffic to come through a specific node they could block all 
port numbers except for port 25.
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Port filtering is also not limited to just one port or all ports except one either. It is entirely 
possible to combine different rules in a router or a firewall, which allows certain specific net-
work protocols through while at the same time blocking certain specific other protocols as 
well. All of this is done with the ACLs discussed previously in this Lesson.

Port security
In networking, one way an attacker may attempt to get around the safeguards placed by fire-
walls is to attach a regular switch with no security features on it, called a dumb switch, into 
a network and connect it to a single port on a switch that has access to the resources the at-
tackers are trying to gain access to.  While this requires the attacker to have physical access to 
the network, it also allows the attackers to share the switch port with the legitimate user, thus 
gaining access to the desired resources without tipping off the regular user. 

Port security is a capability of Cisco switches that is designed to counter the above described 
technique. If a switch has port security capabilities, the network administrator responsible 
for programming the switches can program ports on a switch to only allow specific MAC 
addresses through and to block all other MAC addresses. When this is done, even if an at-
tacker does manage to slip a dumb switch between the attacking computer and the port on 
the network switch with access to the resources the attacker is trying to gain access to, the 
attacker will still be unable to access those resources. The reason the attacker will not be able 
to access the desired resources is because the port on the switch the attacker is attached to 
will not recognize the attacker’s MAC address and so block all attempts to gain access to the 
protected resources.

Honey Pots

Honey pots are not directly related to routers and firewalls but they are network security 
tools. The purpose of a honey pot is to provide a target for hackers so that they will attack the 
honey pot rather than the network it is intended to protect. The purpose of this is twofold. 
One it can be used to distract a hacker. Two, it can be used to analyze an attack to see what 
the hackers did before they are able to use the same trick against a production network.

In the first instance, distracting the hacker, honey pots are setup as a deliberate target for a 
hacker. It is hoped that a hacker will attack the honey pot thinking he or she is attacking 
the real network. If this fails, then the honey pot acts as a kind of early warning system for 
the network. While the hacker is distracted attacking the honey pot, warnings are tripped to 
alert the network administrators that the network is under attack. It is hoped that while the 
attacker is attempting to get through the honey pot, additional defenses for the real network 
can be brought on line by installing more equipment or software during the time the hacker 
is busy with the honey pot before he realizes he is attacking a decoy.

In the second instance mentioned in the first paragraph, the honey pot becomes a research 
laboratory. A honey pot is deliberately setup with information in it that is deliberately 
enticing. The information may be real or fabricated. It is hoped that a hacker will take 
the bait and attempt to attack the honey pot. While the attacker is doing this, the person 
that setup the honey pot watches what the hacker is doing and then takes steps to block 
those same actions in a real network or computer. There are honey pots online that have 
been setup by network security companies for the sole purpose of being targets for hack-
ers. These honey pots will often have an advertised object of value in them and hackers are 
then encouraged to try to penetrate the honey pot. The network security research com-
pany then monitors the honey pot it setup to see what hackers do to attempt to penetrate 
it. The company can then use what they learned from the honey pot to protect real net-
works from the same attack techniques.

If there are two or more honey pots on a network, it is called a honey net. The goal of a 
honey net is to simulate a full-blown highly interactive network. 
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Tunneling and encryption are two methods used to protect communications over public 
networks. The primary public network in view here is the Internet. Before we can discuss 
tunneling, we need to discuss something called Point-to-Point Protocol (PPP) because of how 
dependent different tunneling protocols are on PPP.

Before going into more details about tunneling and encryptions, it would be a good idea to review 
a few concepts that are related to tunneling and encryption in different ways. The first related 
topic s site-to-site and client-to-site tunnels. Next, we will look at a couple of protocols that are 
related to securing tunnels. Those protocols are SSL and the related TLS protocols. Finally, we will 
look at the ISAKMP protocol that is related to setting up security associations and encryption. 
The reason we want to look at these initial topics is because while they are not directly connected 
to creating tunnels, they are important when it come to securing tunnels once they are created.

SITE-TO-SITE AND CLIENT-TO-SITE. When talking about the different connection 
topologies known as site-to-site and client-to-site, it is important to know the main differ-
ence between the two is the identity of the objects being connected. If two different remote 
networks are being connected via a point-to-point connection then it is called a site-to-site 
connection. However, if a single computer is being connected to a remote network, then we 
are discussing a client-to-site connection.

SSL. As discussed in Lesson 5, SSL stands for Secure Socket Layer and is a protocol used to 
manage the security of a message over an Internet connection. SSL was initially developed by 
a company called Netscape for securing communications over the Internet between browsers. 
Over time SSL became the de facto standard for securing communications over the Internet 
until it was superseded by a more recent security standard. 

SSL is used to secure a connection between a client and a server. Once the connection is 
secured with SSL, any amount of data can be safely passed over the connection. SSL is also 
used in conjunction with other protocols to help secure them as well. SFTP and HTTPS 
both use SSL for their security component. The security standard that superseded SSL is TLS.

TLS. TLS stands for Transport Layer Security. The TLS standard was built based on the SSL 
standard and has become the successor to SSL. TLS has two different layers or components. 
These two layers are the TLS Record Protocol and the TLS Handshake Protocol. The TLS 
Record Protocol is used to provide security for the connection it establishes and allows that 
connection to be encrypted using DES or similar encryption protocol. TLS Handshake 
Protocol is used by the client and server to authenticate each other and to negotiate the 
encryption algorithm used by the TLS Records Protocol. It should be noted that TLS does 
not require encryption be active for it to be used. 

Since TLS was first introduced in January 1999 in RFC 2246, it has undergone several updates. 
The most recent update it to TLS 1.2 was introduced in August of 2008 via RFC 5246. 

On a side note, SSL and TLS are not interoperable. However, a message sent by TLS can be 
handled by SSL. The reverse is not true. It should also be noted that this interoperability was 
revoked in March of 2011 with RFC 6176 where TLS was disallowed to use components of 
SSL 2.0 to negotiate a connection.

ISAKMP. ISAKMP stands for Internet Security Association and Key Management Protocol. 
ISAKMP is a protocol originally specified in 1998 under RFC 2408 and used to establish 
Security Associations and cryptographic keys in an Internet environment. To understand what 

■ Tunneling and Encryption

THE BOTTOM LINE 

This section of Lesson 10 will deal with the concept of network tunneling. We will also 
discuss topics related to tunneling as well as technologies that use tunneling.
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all that means we need to look at what a Security Association is and what cryptographic keys 
are. A Security Association occurs when two separate networks have established a communi-
cations channel and have agreed on the security attributes that the two networks will use to 
secure the communications between them. When all this is done, it is said that the two net-
works have established a Security Association. Part of ISAKMP’s job is to help establish that 
Security Association and is what the first 3 letters of the name refer to.

A cryptographic key is a piece of variable information that is used by an encryption algorithm 
to either encrypt or decrypt data that is being secured on a computer or in transmission across 
a network connection. There are a number of different algorithms used by computers to encode 
or decode data as just described. The cryptographic key is the piece of data used as a baseline for 
that encryption. A cryptographic key can be a secret password or passphrase, a specific series of 
numbers, or a specific string of 1s and 0s. Whatever it is, it needs to be remembered and man-
aged in order for either encryption or decryption takes place. If the wrong cryptographic key is 
used on an encrypted packet or document, the document or packet cannot be decoded. 

Part of cryptographic key management is to make sure that the right cryptographic key is 
used on the right piece of encrypted data or data needing encryption in order to successfully 
decode or encode the data. The last part of ISAKMP, the KMP part, refers to the responsibil-
ity of this protocol to ensure that accurate key management takes place. This means that part 
of ISAKMP’s job is to make sure that the right key gets to the right piece of data so that it 
either is encrypted or decrypted successfully.

All taken together, ISAKMP has the following responsibilities. One, it is used to help to net-
works form a reliable Security Association between them over the Internet. Two, ISAKMP is 
used to make sure that the data exchanged between the networks in the Security Association 
use the correct cryptographic keys on the correct data set to either encrypt or decrypt the data 
being exchanged between the networks in the Security Association.

POINT-TO-POINT PROTOCOL (PPP). Now that we have looked at a couple of side 
issues related to tunneling we can look directly at the mechanics of how tunneling works. The 
first protocol we need to look at in regards to tunneling is the Point-to-Point protocol or PPP. 
Point-to-Point Protocol (PPP) was first proposed in 1989 with RFC 1134. PPP became 
a full-blown standard three years later with RFC 1548. PPP has since gone through several 
updates and revisions. The most current form of PPP is described in RFC 5072, released 
in September 2007, which allows for PPP over IPv6 and RFC 5172, released March 2008, 
which discusses PPP and compression over IPv6.

PPP is made up of three main components. The first component is that it contains a method 
to encapsulate multi-protocol datagrams. This means PPP has the ability to work with mul-
tiple Network layer protocols and wrap them up in such a way that they can be transported 
over a wide variety of OSI Physical and Data Link layer technologies. The second component 
PPP contains is a Link Control Protocol (LCP). This means that PPP contains a protocol 
that allows it to establish, configure, and test any OSI Data Link layer connections it uses to 
transport other protocols. Finally, PPP has a family of Network Control Protocol (NCP) pro-
tocols to allow it to establish and configure different OSI Network layer protocols.

PPP works in the following way. First PPP sends some LCP packets to establish, configure, and 
test a data link connection. Once the connection has been established, PPP sends some NCP 
packets to choose and configure one or more Network layer protocols. Once the Network layer 
protocols have been chosen and configured, datagrams from the configured Network layer 
protocols can then be sent over the PPP link or connection. This PPP then remains open until 
it is explicitly closed down by a LCP or NCP packet. This allows the transmission of multiple 
Network layer packets across a pre-established point-to-point link across a public network, 
which helps ensure that the packets arrive at their destination in sequence and without having 
to find their own routes to the destination. The makes for a quicker and more efficient connec-
tion that can be better secured because the point-to-point path as been determined and can be 
secured accordingly using related protocols for tunneling, which are discussed next.

CERTIFICATION READY
What is PPP? What is 
PPP used for?
5.2
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Figure 10-6

How network tunneling works

CERTIFICATION READY
What is tunneling? How 
does tunneling work? 
Where is tunneling used? 
What protocols use 
tunneling?
5.2

TUNNELING. Tunneling is the process of establishing a connection through a public net-
work that looks like a point-to-point connection to the devices on either end of it; although 
in reality, it is not. For tunneling to work, three different protocols are needed:

• Carrier protocol: The protocol used by the network over which the protocol is carried. 
In many situations, the carrier protocol is a Point-to-Point Protocol (PPP). PPP is used 
to establish a direct connection between the two ends of the communication link.

• Encapsulating protocol: The protocol used to create a tunnel around the connection 
created by the carrier protocol. There are several protocols that are commonly used for this 
purpose. Some of these protocols are GRE, PPTP, L2F, L2TP, and IPSec. These protocols 
are effectively wrapped around the original data in order to carry it over the connection 
established by PPP. More about the protocols just listed is discussed later in this lesson.

• Passenger protocol: The protocol that the data originally used when it was traveling over 
its own network before being wrapped up by the encapsulating protocol and carrier over the 
PPP link. The most common protocol that acts as a passenger protocol is the IP protocol.

To sum up this section and explain it, we use the following illustration. Suppose you ordered 
a book from Amazon.com. The UPS or FedEx delivery truck acts like the carrier protocol. 
The box the book is packed in acts like the encapsulating protocol. Finally, the book itself 
acts like the passenger protocol. Figure 10-6 offers a visual that explains this further.

As you can see in Figure 10-6, the tunneling process works something like this. Before Computer 
2 can send data to Computer 4 via the public network, PPP or a similar protocol needs to estab-
lish a session over the Internet (step 1). Once PPP or similar protocol establishes a session over the 
Internet, Computer 2 is able to send its data (step 2). When Router 1 receives Computer 2’s data, 
it encapsulates the data using PPTP or similar tunneling protocol before it sends it over the session 
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established by PPP (step 3). Once Router 1 has encapsulated the data in its tunneling protocol, it 
sends it down the network toward Computer 4 (step 4). When the data finally reaches its destina-
tion network, Router 2 de-encapsulates the data back into its original network protocol (step 5) and 
sends it on to Computer 4 (step 6). Computer 4 receives the data sent to it by Computer 2 (step 7).

ENCRYPTION. Encryption is the process by which an algorithm is used to encode either the 
header or the entire packet of a network communication so that it cannot be read simply by 
opening it and looking at the content. If a communication packet is not encrypted, it is called 
plaintext. An algorithm is a mathematical formula that is applied to a communications packet 
or packet header so that the clear text or plaintext of the message is obscured. Another name, 
that you may see more commonly used, for algorithm is cipher.

The goal of encrypting communications is to ensure that only the person who has special 
knowledge of the key used to encrypt the data is able to read it. To decode or decrypt a 
packet, two pieces of information are needed. One, the destination computer has to know 
which algorithm was used to encode the data. Two, the destination computer needs to know 
the key used by the algorithm to encode the data. Without both pieces of information, a 
packet cannot easily be decrypted. The more complex the algorithm and the more difficult it 
is to guess the key, the more difficult it is to break the encryption.

There are quite a few encryption algorithms out there. Some of the most commonly used 
ones are Advanced Encryption Standard (AES), Blowfish, and Data Encryption Standard 
(DES). Scientists are constantly on the lookout for more complex algorithm standards to 
use, because the better the algorithm, the more difficult it is for hackers to break an encryp-
tion using brute force. There is a lot more to say about encryption. If you take a course that 
prepares you for CompTIA’s Security� certification, you will learn much more about them.

Layer 2 Tunneling Protocol (L2TP)
The Layer 2 Tunneling Protocol (L2TP) is a fairly recent protocol that was first introduced 
in RFC 2661 in 1999. L2TP was designed as an extension of PPP and allows PPP to estab-
lish a Layer 2 connection that allows the endpoints to reside on two different devices as long 
as they are connected by a packet switched network. In other words, L2TP is designed to cre-
ate a tunnel across a public packet switched network (i.e., the Internet) that PPP is then able 
to use. L2TP allows ISPs and others to operate VPNs over their networks.

When L2TP was developed, it included some features that are found in some other tunneling 
protocols. The two protocols it borrowed most heavily from were PPTP and L2F. PPTP is 
a tunneling protocol developed by Microsoft, and L2F is a tunneling protocol developed by 
Cisco. Both are discussed in more detail next.

Point-to-Point Tunneling Protocol (PPTP)
Microsoft developed the Point-to-Point Tunneling Protocol (PPTP), and RFC 2637 was 
produced for it in July 1999. Although Microsoft developed PPTP, they did it with the help 
of a consortium that consisted of 3COM, Ascent Communications, and others. Like L2TP, 
PPTP was specifically developed for VPN and tied into the existing PPP to do this.

While PPTP ties into PPP to establish connections, it uses an enhanced version of the 
Generic Routing Encapsulation (GRE) mechanism to provide flow and congestion en-
capsulation service for PPP. The “enhanced” version of GRE used with PPTP uses a non-
standard packet format and includes some fields in its header that other GRE packets do 
not. Additionally, PPTP does not describe any encryption or authentication mechanisms. 
However, when PPTP is bundled in Microsoft Windows operating systems, mechanisms 
for both encryption and authentication are included via other Microsoft components.

Layer 2 Forwarding (L2F)
Layer 2 Forwarding (L2F) is a protocol developed by Cisco and introduced in RFC 2341 
in May 1998. L2F was specifically designed so that PPP could be tunneled over the Internet 

CERTIFICATION READY
What is L2TP? What is 
L2TP used for? How does 
L2TP differ from PPTP?
5.2

CERTIFICATION READY
What is PPTP? What is 
PPTP used for?
5.2
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and used in VPNs. L2F does not provide encryption or confidentiality for itself. Instead, L2F 
relies on the protocols it is tunneling to provide these things.

Interestingly enough, Cisco used the term “virtual dial-up” to refer to VPN in the RFC where 
L2F was introduced. By the time PPTP and L2TP were introduced about a year later, virtual 
dial-up had come to be known as VPN and was referred to as such in the related RFCs.

Internet Protocol Security (IPSec)
Internet Protocol Security or IPSec is a suite of protocols designed to provide security op-
tions to IP. It is important to remember that IPSec is a suite of protocols rather than just one 
specific protocol. The security options offered by IPSec work on the Internet layer of the 
TCP/IP Model rather than the Application layer on which other security protocols operate. 
IPSec, using different protocols available in its suite, can offer both authentication and en-
cryption to IP packets. IPSec is widely used in securing VPN connections. Another advantage 
of IPSec is that applications do not need to be specifically designed to use IPSec like they do 
for other security protocols such as TLS/SSL.

IPSec was first introduced in 1998 using RFC 2401, but it builds on RFC 1825 that was intro-
duced in 1995. Even though RFC 2401 built on RFC 1825, it also made RFC 1825 obsolete. 
RFC 2401 was itself was made obsolete in 2005 by RFC 4301, which elaborates on and enhances 
IPSec. At the time RFC 2401 was introduced, several other RFCs were also introduced that ad-
dressed different aspects of IPSec and the protocols associated with it. The RFCs introduced at this 
time were RFCs 2402 through 2412. At the time RFC 4301 was released, RFCs 4302 through 
4312 were also released, which made the corresponding 24xx RFCs obsolete as well.

A couple of the protocols related to IPSec that were introduced when IPSec was introduced 
are IKE, AH, and ESP:

• Internet Key Exchange (IKE): Used to handle the negotiations of protocols and algorithms. 
Additionally, IKE is used to generate the encryption and authentication keys used by IPSec.

• Authentication Header (AH): Used to authenticate data packets, but it cannot encrypt 
them. By using AH for authentication, IPSec is able to provide integrity to the datagram 
it is authenticating. The authentication provided by AH also helps protect a packet from 
replay attacks.

• Encapsulating Security Payload (ESP): Used to authenticate and encrypt data. 
However, one drawback of ESP is that while it is able to encrypt the data, or payload, of 
a packet it cannot encrypt the header, something AH can do. ESP supports combined 
authentication and encryption for packets as well as authentication-only and encryption-
only for packets. However, it is generally not recommended to use only one or the other; 
instead, you should use both.

IPSec works in two modes. Those two modes are transport mode and tunnel mode. In 
transport mode, only the payload or the data in a packet is encrypted. However, in tunnel 
mode, the entire packet is encrypted and then surrounded by a new IP packet containing a 
new IP header. VPN uses tunnel mode and can be used for network-to-network communi-
cations, network-to-host communications, and host-to-host communications. Network-to-
network communications occur when a router on one network communicates to a router 
on a different network. Network-to-host communications occur when a router on one net-
work communicates to a host, or workstation, on another network. An example of this type 
of communication is remote access. Finally, host-to-host communications occur when one 
host, such as a workstation, communicates to another host. An example of this type of com-
munication is a private chat. Figure 10-7 illustrates these different types of communications.

Generic Routing Encapsulation (GRE)
Generic Routing Encapsulation or GRE was first introduced in 1994 in the informational 
RFCs 1701 and 1702 from Cisco. However in March 2000, GRE was proposed in RFC 
2784 as a full standard. That standard was updated in September 2000 in RFC 2890.
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Host-to-Host Communications

Network-to-Host Communications

Network-to-Network CommunicationsFigure 10-7

Different types of network 
communications

GRE is a generic method that can be used to encapsulate any arbitrary Network layer protocol 
over any other arbitrary Network layer protocol. This means that GRE can use pretty much 
any Network layer protocol and encapsulate it so that it can be transported by pretty much any 
other Network layer protocol. The most common protocol to do this with is IP. However, IP 
is not by any means the only Network layer protocol that can use GRE in this way. Aside from 
proposing GRE as a full standard, RFC 2784 also describes how to specifically use IP with 
GRE. When IP is used with GRE it is sometimes referred to IP type 47.

Virtual Private Network (VPN)

As you remember from Lesson 8, VPN stands for Virtual Private Network. As you undoubtedly 
also remember, VPN is a method used to establish a connection from a client computer outside 
of a local network to an Enterprise LAN using the Internet or other public network. VPN estab-
lishes this connection over the Internet using tunneling, which we just discussed in this lesson.

For VPN to work, there are several steps that have to be followed. First, a VPN client has to 
be present on the end user’s computer in order to connect to a VPN server on the corporate 
side of the connection. Next, the point-to-point connection used by VPN has to be estab-
lished. This link is usually established by PPP. Next, the data packets have to be wrapped up 
in a tunneling protocol in order to use the link established by PPP. Two protocols that are 
often used for this are GRE and PPTP. Additional protocols used for this purpose are L2TP 
and IPSec. Once a standard protocol such as IP has been encapsulated into a form that can 
transverse the tunneling link, the data packet is sent on to the other end of the connection. 
Once the data packet reaches the other end of the tunnel, the tunneling packet is de-encap-
sulated or unwrapped so that the original IP packet can be seen. Once the original IP packet 
can be seen or is restored, it is passed on to the destination computer on the private network 
it was intended for. Figure 10-6 describes how VPN works as well as the more generic tunnel-
ing process it was originally drawn to illustrate and can be used to understand this process. In 
a way, VPN is just a specific form of network tunneling.

SECURE SOCKETS LAYER (SSL) VIRTUAL PRIVATE NETWORK (VPN)
SSL VPN is a specific implementation of VPN that allows secure VPN sessions to be set up 
from within a browser. Any browser that supports Secure Sockets Layer (SSL) can be used 
for SSL VPN, which is also sometimes known as WebVPN.

CERTIFICATION READY
What is VPN? What is 
VPN used for? What 
protocols are involved in 
using VPN?
4.1

CERTIFICATION READY
What is SSL VPN? How 
does it differ from 
standard VPN?
5.2

c10NetworkAccessSecurity.indd Page 349  13/02/12  4:51 PM user-f396c10NetworkAccessSecurity.indd Page 349  13/02/12  4:51 PM user-f396 F-396F-396



350 | Lesson 10 

The advantage of SSL VPN to a company is that it allows any employee in a remote location 
to have access to the corporate private network. In order to make SSL VPN work, an 
employee in a remote location only needs a web browser that supports SSL and an Internet 
connection. This means that specialized VPN client software does not need to be present for 
an SSL VPN connection to be established.

Because SSL VPN uses the SSL protocol, the connection established between the client and the 
server can also be secured. SSL or its successor TLS helps secure SSL VPN by encrypting the 
communications traffic between the client and the VPN server. Because SSL secures the traffic 
between the VPN client and server, it means that the actual tunnel or link that SSL VPN is using 
for the VPN session is encrypted, not each individual packets being sent across the link. It is pos-
sible to encrypt both the tunnel and the packets, but that requires the use of additional protocols.

VPN CONCENTRATOR
VPN concentrator are purpose built devices created by Cisco that are designed to concentrate 
multiple VPN connections into a single device. There are several advantages to using a VPN 
concentrator to provide remote VPN access to a network. One advantage is that they provide 
high availability for VPN access into a network. By using a VPN concentrator, you can estab-
lish a large number of VPN connections to your network. Aside from high availability, VPN 
concentrators also provide high performance. High performance is achieved because VPN con-
centrators are designed specifically for VPN. You do not need a general-purpose device such as 
a server serving this function. This allows you to commit more resources to establishing VPN 
connections within the machine rather than having those resources support services that are not 
really necessary for the task at hand. Finally, VPN concentrators are scalable. This scalability is 
brought about because Cisco has designed their VPN concentrators to allow for expansion and 
the addition of more VPN connections as they are needed. By allowing additional components 
to be added to a VPN concentrator, its capacity and capabilities are extended.

Remote Access

As discussed in Lesson 8, remote access technologies allow end users to access a network and 
the information located on it as if they were directly connected to that network even when 
they aren’t. In this lesson, we discuss some of the specific protocols and other technologies 
used for this purpose. We also discuss some of the security issues related to them.

Remote Access Services (RAS)
Remote Access Services (RAS) refer to all the technology, hardware, and software used to 
make remote access to a network possible. One of the security issues related to RAS is verify-
ing that the user attempting to gain access remotely to the network is actually permitted to 
do so. Another security-related issue with RAS is making sure that users are only able to ac-
cess those resources that they have permission to access once they have access to the network 
remotely. A final security consideration is making sure that the communications between the 
local network and the remote user are not being eavesdropped on by hackers.

The first issue in verifying that the user attempting to gain access to the network remotely 
is who they claim to be is accomplished via authentication. There are quite a few different 
authentication methods available to do this. Several of these authentication methods were 
discussed in Lesson 9. One of the most important things to remember about authentication 
methods is that none of them are perfect. For every authentication method, there are plenty 
of hackers trying to circumvent it. Sooner or later, someone will figure out how to do it. This 
is why you should never rely on a single method of security and should instead apply multiple 
layers of security to every network. This is also why you should never become complacent and 
assume your network is secure simply because you do not know of anybody who has pene-
trated it. The other side of this coin is that just because you do not know of a security breach 
in your network, does not mean that one has not happened or is not already there.

CERTIFICATION READY
What is a VPN 
concentrator? What is 
the purpose of a VPN 
concentrator?
4.1

CERTIFICATION READY
What is remote access? 
What are some protocols 
that are related to 
remote access?
5.2

CERTIFICATION READY
What is RAS? How is 
RAS related to remote 
access?
5.2
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The second issue mentioned earlier was making sure that a user in the network only has ac-
cess to those resources you want them to have access to. This issue can be resolved through 
the use of access control lists (ACLs). We discussed ACLs and other methods of controlling 
what a user has access to on a network earlier in this lesson.

One method of controlling access to a network not discussed so far is something called direc-
tory services. Directory Services is a networking service that controls access to the resources 
on a network via a user access list. Directory services contain several different lists. One is a 
list of all users on a network. Another is a list of all the resources available on the network. 
Finally, a directory service also has a list of what resources on the network each user has per-
mission to access. When a user attempts to access a resource, the network server compares the 
username of the user attempting access with the permitted access list of each resource. Access 
to the resource is either permitted or denied based on what that list says.

In Windows 2000 and later, directory services are called Active Directory. In the SUSE Linux 
environment from Novell you may see something called e-Directory. e-Directory is the di-
rectory services environment created by Novell for Linux. Finally a more generic directory 
service used in all environments is something called Lightweight Directory Access Protocol 
(LDAP), which is the basis for the various different directory services just mentioned. Active 
Directory and e-Directory are originally based on LDAP, although both have significantly 
modified the environment initially created for LDAP.

Finally, we need to address the problem of eavesdroppers. This security issue related to RAS 
is generally handled in two ways: encrypting the communication between the remote client 
and the server that is located on the local network or by creating a tunnel as discussed earlier 
in this lesson between the client and the server on the local network. Finally, many times the 
two different solutions are combined. A tunnel is created between the client and the server, 
and the communications being sent through the tunnel are also encrypted. With some tun-
neling technologies there is also the possibility of creating a tunnel between the two end-
points, encrypting the data packets as they travel through the tunnel, and also encrypting the 
tunnel itself. This last way of protecting the communications between two endpoints is the 
most comprehensive, but it also requires the most network overhead.

How important it is to you to prevent your communications from being captured by a 
malicious hacker determines how much network overhead and how many resources you 
are willing to commit to preventing the problem. In other words, if all you are doing 
is streaming public video over a public network, it really does not make much sense to 
spend a lot of resources and overhead in securing that communications link. However, if 
you are sending information about a top secret company project across a public network, 
it becomes very important to secure the communications link; so, you may be more in-
clined to spend as many resources and as much network overhead as necessary to secure 
the communications link. It all depends on what is most important to you in your par-
ticular situation.

Point-to-Point Protocol over Ethernet (PPPoe)
Both PPP and PPPoE are remote access technologies. However, since we discussed PPP earlier 
in this lesson, we will concentrate on PPPoE here. The first thing to be sure of is that the user 
does not confuse PPPoE with PoE. PoE is Power over Ethernet and is not discussed in this 
lesson. PPPoE is Point-to-Point Protocol over Ethernet. PPPoE is most commonly used in 
connection with the various DSL technologies in general use today.

In the most basic terms, PPPoE is a method, developed in 1999, that allows PPP to be 
used in an Ethernet environment. For PPP to work over Ethernet, a stage, or possibly a 
pre-stage, had to be developed so that Ethernet could be used as the main Data Link frame 
technology for the PPP connection. The new stage that was developed for this was called 
the discovery stage. In the discovery stage, PPP seeks to discover what the MAC address of 
the client and server computers are on the network so that a PPPoE session identification 

CERTIFICATION READY
What is PPPoE? How 
does PPPoE differ from 
PPP?
5.2
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number can be created and a link established. Figure 10-8 illustrates the following steps 
that PPPoE uses to do this:

• Step 1: The PPPoE host decides to establish a PPPoE session and enters into the PPPoE 
discovery stage.

• Step 2: The host sends out a PPPoE Active Discovery Initiation (PADI) packet. The 
purpose of the PADI packet is to determine if there are any PPPoE servers out there and 
if so what their addresses are.

• Step 3: Once a server is located and receives the PADI packet, the server (access concentra-
tor) issues a PPPoE Active Discovery Offer (PADO) packet. The PADO packet identifies 
the server to the host and lists the different services it can offer the host. Once the host 
receives the PADO packet from the server, or access concentrator, this step is complete.

• Step 4: The host that received the PADO issues a PPPoE Active Discovery Request 
(PADR) packet. The PADR packet is required for two reasons. First, the host may 
have been given a PADO from more than one server and so it must choose which one 
to use. Two, the host needs to tell the server which of the available services it wishes 
to use. To accomplish this, the host issues a PADR to the server it has chosen to use 
and identifies to that server which service it is requesting. Once the server receives the 
PADR, this step is complete.

• Step 5: The server that received the PADR issues a PPPoE Active Discovery Session-
confirmation (PADS) packet. The server only issues the PADS once a session has been 
set up and given an identifier. Once this is done, the sever issues a PADS packet to the 
host requesting the service telling the host what the session identification number is and 
the identification number of the service the host requested to use.

• Step 6: This last step, accomplished by either the server or the host, ends the PPP ses-
sion by ending the PPPoE session. To end the PPPoE session, a PPPoE Active Discovery 
Termination (PADT) packet must be issued. When the PADT packet is issued by either 
the host or the server, the entire PPPoE session is over. This includes any PPP sessions 
that may have been encapsulated within the PPPoE session.

After the PPPoE session is setup, but before it is terminated, PPPoE uses several protocols to 
send data across the connection. A description of how PPPoE functions during a session is as 
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follows. PPPoE uses PPP’s LCP (Link Control Protocol) as previously discussed to establish 
the Layer 2 communications session. PPPoE also uses the NCP (Network Control Protocols) 
as previously discussed to encapsulate the Network layer protocol being used in the PPP ses-
sion. This part of the PPPoE session is called the PPP Session Stage. The PPP Session Stage 
works just like the normal PPP session described earlier in this lesson.

Remote Desktop Protocol (RDP)
Remote Desktop Protocol (RDP) is a proprietary protocol from Microsoft that is used to create 
a graphical interface from one computer to another. The latest version of RDP is version 7, 
which was released with Windows Server 2008 R2 and Windows 7. Currently Microsoft’s 
RDP server component is called Remote Desktop Services and their client portion of RDP is 
called Remote Desktop Connection. In former versions of Windows, these were referred to as 
Terminal Services and Terminal Services Client respectively.

Some of the features of RDP in current Microsoft operating systems consist of the following:

• 32-bit or lower color support

• 128-bit encryption using the RC4 algorithm

• Audio redirection (This allows audio to be played on the remote computer but the 
sound is redirected to the connected computer.)

• File system redirection

• Printer redirection (This allows print jobs created on the remote computer to be redi-
rected to a local printer.)

• Port redirection (This allows programs that are opened via a port on the remote com-
puter to be redirected to a port on the local computer.)

• Shared clipboard (This allows shared copied content to be used interchangeably on the 
remote and local computers.)

• Terminal Services gateway to allow IIS session to be controlled remotely

• Network level authentication

• Support for TLS

• Multiple monitor support

While RDP is a proprietary Microsoft protocol, there have been several non-Microsoft 
implementations of it. Some of these non-Microsoft implementations are rdesktop, tsclient, 
and KRDC. Rdesktop is a command-line version of RDP used for Linux/UNIX computers. 
Tsclient and KRDC are graphical user interfaces built on top of rdesktop.

Virtual Network Computing (VNC)
Virtual Network Computing (VNC) is a program developed in 1999 at the Olivetti Research 
Laboratory in Cambridge, UK. Since that time, VNC development has moved around a bit. 
However, since VNC and many of its derivatives are licensed under the GNU GPL license, it 
is widely available and not a proprietary program.

VNC allows a user to get remote access to a desktop computer much like Microsoft’s RDP 
does. There are however some significant differences. The first and most obvious is that 
VNC is an open source standard and not proprietary. Another way that VNC is different 
is that it can work with pretty much any Graphical User Interface (GUI) available. This 
includes Windows, OS/X, and X11, which is the underlying system for the various Linux 
GUIs that are available. This last advantage is even more significant than it first seems be-
cause it means that when you are using VNC on one operating system it can connect to 
VNC running on a computer using either the same operating system or a different one. This 
is something that the RDP from Microsoft can only do when connecting between specific 
Windows operating systems.

CERTIFICATION READY
What is RDP? What is 
RDP used for?
5.2
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However, VNC does have one significant limitation. In order for VNC to operate across mul-
tiple platforms, it has to be pixel based. A pixel-based program means that the program uses 
the x and y coordinates of a specific pixel along with its color to identify it. For a graphic to 
be seen, all the pixels and their colors need to be accounted for. This results in a pixel map 
of the screen rather than a true copy of the screen, which means VNC is less efficient than 
similar programs that are platform specific. This inefficiency comes from the fact that VNC is 
not able to understand the underlying graphical system of the operating system it is running 
on, so additional translation has to be done by the operating system to make VNC work. The 
operating system has to take the pixel map of the remote screen provided by VNC and map it 
to the actual graphical subsystem that’s being used on the local computer. When this transla-
tion is completed, any graphics provided by VNC on the local machine are duplicated on the 
remote machine.

There are three components that make VNC work—the VNC server; VNC client, which 
is sometimes called the VNC viewer; and the VNC communications protocols. One of the 
communications protocols is the Remote Framebuffer (RFB) protocol, which is the protocol 
used to create the pixel map described earlier. Essentially what RFB does is place a rectangle 
of pixel data at specific x and y coordinates on the client computer. The second communica-
tion protocol used by VNC is an event message protocol that conveys information back and 
forth between the VNC server and client.

From the end user’s point of view, for VNC to work, one computer has to have VNC server 
on it and another computer connected to the first via a network of some sort needs to have 
VNC client or viewer on it. If an end user wishes to access the computer with VNC server 
on it, he or she needs to go to the computer with VNC client on it and send a signal to the 
VNC server requesting access to the server via VNC. After this is done, the client is able to 
take remote control of the remote computer running VNC server.

Independent Computing Architecture (ICA)
Independent Computing Architecture (ICA) protocol is a proprietary protocol developed by 
Citrix Systems, Inc. The ICA protocol lays down specific rules for passing data between a cli-
ent and a server but is not limited to any one specific platform. Some programs that currently 
use ICA are Citrix WinFrame, Citrix XenApp, and Citrix XenDesktop. Besides Windows 
platforms, ICA also supports OS/X, various UNIX platforms, and various Linux platforms. 
The purpose of ICA is to run an application on a server while allowing client computers to 
access the application remotely.

SSH
SSH or Secure Shell protocol was discussed in Lesson 5. However since this section of Lesson 
10 is dealing with remote access it should be brought up again. SSH is a more updated and 
secure version of TELNET that allows a person to connect to a computer or other networking 
device over a network connection and issue command line commands to it. It can be used to 
remotely configure devices or simply remotely control a device via command line commands. 
Both SSH and TELNET are able to do this. The difference between the two is that TELNET 
issues the command and/or configuration instructions over the network in the clear. SSH on 
the other hand makes an effort to encrypt the commands and/or configuration instructions as 
they are sent across the network connection so that they cannot be easily read if intercepted.

CERTIFICATION READY
What does ICA stand 
for? Who developed ICA? 
What is ICA used for?
5.2

■ Wireless Authentication and Encryption

THE BOTTOM LINE 

In this section of Lesson 10, we discuss various wireless authentication and encryption 
techniques. Specifically we discuss WPA, WEP, RADIUS, and TKIP technologies as they 
relate to wireless LANs.
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One of the fastest growing areas of networking technologies is wireless networking. With the 
growth of wireless networking, security for wireless networking is becoming more and more 
of an issue. In this section of Lesson 10, we discuss common methods used to secure wireless 
LANs using authentication and encryption.

Wi-Fi Protected Access (WPA)

Many people think Wi-Fi Protected Access (WPA) is a security protocol used in wireless 
networking; however, in point of fact WPA is actually a specification or a certification and 
not a protocol at all. WPA was created by the Wi-Fi Alliance as a way to show that net-
working devices such as network cards and access points met wireless security standards and 
to replace WEP, which is discussed next. WPA is able to ensure a certain level of security by 
certifying that every wireless device claiming to be WPA compliant has a certain subset of 
features and capabilities. Some of the features or capabilities a device has to prove in order 
to be considered WPA compliant are TKIP encryption and the use of authentication as well 
as other features.

WPA was originally created as a security placeholding standard that was meant to replace 
WEP until IEEE 802.11i came out. WPA held most of the same level standards as IEEE 
802.11i but not all of them. Once IEEE802.11i came out, the WPA certification was up-
dated to include all the mandatory requirements of IEEE 802.11i and the WPA certification 
became known as WPA2.

Both WPA and WPA2 also have an Enterprise version of these certifications. As would be ex-
pected, the enterprise certification versions are called WPA Enterprise and WPA2 Enterprise. 
The WiFi Alliance added support for additional types of EAP (Extensible Authentication 
Protocol) protocols to the WPA certifications in an effort to ensure that all WPA setups used 
in Enterprise network environments could interoperate with each other. This addition was 
done in April of 2010 and is now part of the WPA Enterprise certifications.

Wired Equivalent Privacy (WEP)

The idea behind Wired Equivalent Privacy (WEP) was to make wireless communica-
tions just as secure and private as wired communications, and it was released as part of the 
original IEEE 802.11 standard. Unfortunately WEP never lived up to expectations. Even 
follow-up variations of WEP failed to provide the privacy equivalent to that found on a 
wired network.

WEP is sometimes known as Wireless Encryption Protocol. This is a misunderstanding 
of what WEP is. While WEP does have some encryption capabilities, those encryption 
capabilities are not the result of some mythical encryption protocol called WEP so much 
as the fact that the WEP standard includes the streamed cipher RC4 to insure confiden-
tiality and the 32-CRC (Cyclical Redundancy Check) to insure integrity. In addition 
to encryption, the WEP standard also includes authentication components. The two 
authentication methods permitted by WEP are Open System authentication and Shared 
Key authentication.

Remote Authentication Dial-In User Service (RADIUS)

In the previous lesson, we discussed the use of RADIUS (Remote Authentication Dial-In 
User Service) as an authentication protocol. In this lesson, we discuss RADIUS as it relates 
to being an authentication protocol in a wireless network. The best way to explain the role of 
RADIUS in a wireless environment is to go back to the IEEE 802.1x authentication protocol 
from last lesson. Figure 10-9 offers a refresher on 802.1x.

CERTIFICATION READY
What is WPA? Where is 
WPA used? What is WPA 
used for?
5.1

CERTIFICATION READY
What is WEP? What is 
WEP used for?
5.1

c10NetworkAccessSecurity.indd Page 355  13/02/12  4:51 PM user-f396c10NetworkAccessSecurity.indd Page 355  13/02/12  4:51 PM user-f396 F-396F-396



356 | Lesson 10 

Figure 10-9

How 802.1X works

Client, also known as the supplicant, wishes to access the WLAN that the access point,
also known as the authenticator, controls.

Authenticator places the supplicant into unauthorized mode so that only EAP message
can be sent to and from supplicant and requests the supplicant's identity and credentials.

Supplicant responds back with its identity and credentials.

Authenticator forwards the supplicant's identity and credentials to the authentication
server.

Authentication server verifies the supplicant's identity and credentials and sends a message to
the authenticator allowing it to permit the supplicant full access to the WLAN.

The authenticator changes the state of the supplicant to authorized so it has full access
to the WLAN.
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In Figure 10-9 we see an Authentication Server. In a wireless network environment, a 
RADIUS server often takes this role. As discussed in Lesson 9, RADIUS has a dual role of 
authenticator and authorizer. As an authenticator, it allows a user onto a wireless network. 
However, in addition to allowing a user on the network, in its capacity of authorizer, it also 
has the added ability of controlling where a user can go once they are on the network. It is 
this last capability of RADIUS that allows it to provide access security on the wireless net-
work. RADIUS’s ability as an authorizer makes it a very attractive protocol to use as the 
Authentication Server in IEEE 802.1x type wireless networks.

Temporal Key Integrity Protocol (TKIP)

Temporal Key Integrity Protocol (TKIP) is a suite of algorithms that are designed to add 
additional security on top of that provided by WEP. TKIP effectively takes what WEP pro-
vides and wraps or encapsulates additional code on top of it. One of the ways TKIP adds 
strength to WEP is by using stronger encryption keys than WEP does. In addition to this, 
there are four main things that TKIP does to increase its strength and capability over WEP. 
TKIP is able to:

• Encrypt each individual packet, rather than the whole message or blocks of the message, 
using its own unique key rather than one key for all the packets.

• Include the time the packet was sent with the secret key known only to the computer 
in order to increase the effectiveness of the encryption. In other words, to crack the 
encryption on a packet, you need to know both the secret key and the time the packet 
was sent. This is actually where the “Temporal” part of Temporal Key Integrity Protocol 
comes from.

• Employ a sequence counter, which keeps track of the order in which packets are 
sent out and therefore the order in which they should be received. If a packet 
arrives out of sequence, there is a possibility that the packet represents a hacker 
attempting a replay attack. With the sequence counter in place, any packets that 
are received out of order are rejected thereby limiting the effectiveness of replay 
attacks against the system.

• Use a stronger Cyclical Redundancy Check than WEP does. WEP used a 32-CRC system 
to ensure message integrity. TKIP uses a 64-CRC system to ensure message integrity.
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While all of these techniques to ensure the integrity and confidentiality of messages being 
sent using TKIP are helpful, you should never forget that wireless LANs are still inherently 
not secure. Organizations like the IEEE and the Wi-Fi Alliance are constantly looking for bet-
ter, stronger ways to protect wireless LAN communications.

■ Best Practices

THE BOTTOM LINE 

In this section of Lesson 10, we discuss various policies and procedures that need to be 
in place to help maintain a network’s security. We also discuss why these policies and 
procedures are needed.

Webster’s dictionary defines best practices as “an assessment recommending the most appro-
priate way of handing a certain type of task, based on an observation of the way that several 
organizations handle that task.” Best practices as they relate to network security are discussed 
in this section of Lesson 10. A successful network administrator will have best practices and 
policies laid out before an emergency takes place rather than waiting until there is an emer-
gency and then figuring out what to do as they go. When procedures are laid out ahead of 
time, when an emergency does occur, the response time and how effectively the emergency 
was handled goes up significantly.

Policies and Procedures

Policies and procedures are two sides of the same coin. Policies are defined by Webster’s diction-
ary as “a definite course or method of action selected (as by a government, institution, group, 
or individual) from among alternatives and in the light of given conditions to guide and usually 
determine present and future decisions.” Another way of looking at this is to say that policies are 
rules and expectations of what is to happen in the general day-to-day operations of a network or 
organization. Procedures are defined by Webster’s dictionary as “a series of steps followed in a 
regular definite order.” In other words, procedures could be defined as standardized steps, rules, 
and expectations to be followed when a certain event or occurrence takes place.

These are very similar definitions, but are very different things. Policies are created to be 
guidelines to be followed during the normal daily operation of a network or company. 
Procedures do not kick in until a certain event or occurrence takes place. An occurrence or 
event can be anything from an emergency situation to what to do to keep a network, ma-
chine, or the general daily affairs of an organization running smoothly.

CREATING A NETWORK SECURITY POLICY
A network security policy is a detailed document outlining a large variety of policies related 
to the security of a company or organization’s network. Network security policies should not 
be used only to keep bad guys out; they are also intended to outline what activities legitimate 
users of the network are allowed to do. Some of the things covered in a network policy 
include network access rules, password policies, e-mail usage rules, web browsing rules, and 
general network usage rules.

Beyond laying out network rules, network security policies can also include information 
about the architecture of the network as well. This architecture information is there to explain 
how network security works as well as some of the reasons why the network security was laid 
out the way it was. There may also be guidelines in a network security policy discussing how 
network security is to be updated and expanded at a later date.

A network security policy is a very important document to develop for a network. It should 
not be thrown together quickly but should be developed over time. Also, a network security 

CERTIFICATION READY
What do policies and 
procedures refer to? 
What types of policies 
and procedures should a 
company have on hand 
for its network?
5.4
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policy should not be set in concrete. There should be mechanisms built into the network se-
curity policy that allow for the policy to be changed over time as new threats and technologies 
come along. A policy should also allow for changes in how employees work and many other 
things of this nature. Network security policies should undergo a regular review process so 
that you can be sure that they still meet the company’s needs. If they do not, they should be 
adjusted until they do.

PASSWORD POLICIES
As you may expect, password policies are policies related to passwords and their usage. One 
of the areas defined in a password policy should be the complexity of a password. You can do 
this by defining the minimum number of characters a password can contain. Another way to 
enforce password complexity is to define how many character sets a password should contain. 
There are four character sets on a keyboard. Those character sets are capital letters, lowercase 
letters, numbers, and special characters. By stating in your password policy that each password 
must contain at least eight characters of which at least one should be a capital letter and one 
a number you are encouraging your end users to use at least eight characters and least three 
character sets in their passwords, thus making them harder to crack.

Another thing that should be included in a password policy is how often a password must be 
changed. Many companies require that passwords be changed at least every 30 days. This is to 
minimize the use hackers could get out of any passwords they managed to crack or steal. For 
example, if a password is stolen on day 27 of the 30-day period, then the hacker only has use 
of that password for three days. After those three days, the password is no longer valid.

Password policies should also contain information about why passwords should have a certain 
level of complexity or a limited use lifetime. This information should be contained in the pass-
word policy so that end users understand the reasons behind the rules. When end users under-
stand the reasons behind a policy, they are more likely to comply with that policy. Additionally, 
there should also be information in a password policy explaining why passwords should be mem-
orized and not placed somewhere where they are easily accessible to other people.

Finally, if you create a password policy, it needs to be both enforceable and enforced. 
Enforcing a password policy is fairly easy because most network operating systems have a 
mechanism in place to enforce things like how long a password is valid for, the minimum 
number of characters a password should contain, and how complex the password should be.

Making a company’s password policy enforceable is another question. I once met a network 
administrator who was so paranoid about how easy it was to crack the passwords of the end 
users that he started assigning passwords to end users that were randomly generated groups 
of letters, both cases, numbers, and special characters. Nobody who was given these special 
“secure” passwords could remember them. As a result everyone wrote down their passwords 
and placed them somewhere in their work area where they could easily access them, including 
writing them on sticky notes stuck to their monitors. This resulted in passwords that were even 
easier to steal and use than if the end users were left to their own devices in creating passwords. 
While the network administrator had passwords he was sure could not be easily cracked, thus 
enforcing the complexity policy, everyone stopped following the part of the policy about not 
writing their passwords down. Eventually management had to step in and force the network 
administrator to allow end users to create their own passwords again. However, this story does 
illustrate why password policies need to be enforceable in their entirety.

ACCESS POLICIES
Access policies define two aspects of a network—who is permitted access to the network 
and what methods are permitted to gain that access. Access policies can also refer to what re-
sources are permitted to which end users and which resources are denied which end users.

Both aspects of network access can be defined in one way. Less is better. In the case of access 
to the network, you want to set up policies so that only those access methods needed by 
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employees are the ones they are permitted. An example would be remote access. If employees 
can do all their work from offices, cubicles, or desks within the company, then that is all the 
access they should be given.

Another issue related to network access is who has access to it. Again, applying the rule that less 
is better, end users should only be permitted the minimum amount of access needed to do their 
jobs. If a consultant is hired to do a specific job, her access to the network should be limited 
to only what she needs to accomplish that specific job. This limiting can be done in a couple 
of different ways. One, it can be done by limiting her access only to those network resources 
needed to accomplish what she was hired to do. This gets into the second aspect of access 
policies mentioned earlier. Limiting access to the network can be accomplished by limiting the 
consultant to a specific computer that only has access to the resources she needs to do her job.

The best way to sum up what resources the end user has access to, is to follow one very 
simple rule: all employees should only be given access to those network resources they need to 
accomplish their jobs. A corollary to this rule is that if an end user’s job changes, you do not 
add his new access permissions to those he already has; you reset his permissions to the mini-
mum he needs to accomplish his new job.

REPORTING PROBLEMS
A policy and procedure that addresses reporting problems is very important. Without a good 
policy and procedure to do this, it becomes very difficult to keep the network working in op-
timum condition.

The policy portion of reporting problems should clearly delineate what types of problems 
need to be reported to whom. It should also clearly define spheres of responsibility in the 
resolution of different types of problems. Without this being clearly defined, end users be-
come confused about to whom they should report specific types of problems. This results in 
problems being reported to individuals who do not have the ability to fix them. This means 
that problems take longer to be resolved and some problems end up being reported multiple 
times, resulting in confusion about what the problem actually is and who is responsible for 
resolving it.

On the procedures side of reporting problems, a very clear and easy-to-understand system needs 
to be in place concerning how problems are reported. This can consist of forms that need to be 
filled out, specific e-mail addresses to report different types of problems to, or any other system 
that works for the people responsible for fixing the problem. Many companies and organizations 
have actually instated whole help desks whose only job is to make sure that the right people get 
the information about the problems that needs to be resolved. Whatever works for a specific 
situation, there must be a very clear reporting procedure in place for dealing with problems.

User Training

User training is one of the single most important things you can do to ensure that all the vari-
ous network policies and procedures are properly understood and implemented by the end 
users. There should be a training process that new employees go through, and there should 
also be a process in place for the ongoing training of employees as new policies and proce-
dures are developed or revised.

The best way I can think of to illustrate the importance of user training is the following 
anecdote. Before the I became a teacher, I worked in the computer industry for about 12 
years. While there, the company I worked for created a password policy where one never 
existed before. The call center where the I worked as the systems administrator was required 
to follow this new policy. The policy was implemented, but the end users, who never had 
to worry about passwords before were very unhappy about the policy and actively worked 
against making the policy successful. Because of this I was, getting frustrated with the whole 
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situation and asked the site manager if I could run a training class explaining why the policy 
was needed and require all the administrative and supervisory staff to go through the class 
over the course of a week. The site manager agreed to my request and I created the training 
class. After the administrators and supervisors had gone through the class, they understood 
the password policy and exactly why it was needed. Finally, instead of actively working 
against the policy, the supervisors and administrators actively helped enforce the policy. This 
resulted in a lot less frustration and things began to move smoothly again. It also earned me 
a bit more cooperation in other areas from the administrative and supervisory staff because 
they now had a clearer understanding of what my job was. In fact, the training class was 
such a hit I was asked to do other training classes on a semi-regular basis about other policy 
and procedural issues, which I did up until I started teaching full time.

As you can see from this anecdote, training end users in what your network security policies and 
procedures are and why you have them can reap great dividends for the people tasked with car-
rying out those policies and procedures. Taking the time to do similar training when the need to 
change policies and procedures comes along can have similar, if not even greater, benefits.

Patches and Updates

Patches and updates have become a way of life in the computer industry. Companies make a 
software product and then they have to create patches and updates for that product when it 
is found to have bugs or security glitches. This is not just limited to operating systems; this 
is just as common with application software. It really does matter if the software company is 
large or small they all do this. However, just because a software patch or update is available 
does not mean you have to implement it immediately.

In fact, your company or organization should have policies about how and when patches 
and updates are implemented. The reason for this is that just because a patch or update is 
available does not mean that it will work as expected. Just a reminder about Service Pack 
2 for Windows XP or the infamous Service Pack 6 for Windows NT that people who were 
around then still have nightmares about, is enough to illustrate this point. It is this proven 
spotty history of patches and updates that require the establishment of procedures and poli-
cies related to them.

Now that we have established that policies and procedures related to updates and patches are 
needed, we need to look at what they should contain. One thing a patches and updates pro-
cedure should contain is a method for testing new updates and patches before implementing 
them. If a patch is going to totally trash your operating system to the point of destroying your 
data and requiring a complete re-install from scratch, you want to know this before you start 
trying to place that patch on your servers.

Another thing that should be covered in an updates and patches procedure is how to roll it 
out to your production systems. It is generally not advisable to roll out a major patch to every 
system all at once. You should roll out the patch to some of your systems, let them use the 
patch or update for a while to see how it works in a production environment before rolling it 
out to more computers. How you do this and the time interval you place between each phase 
of the rollout are part of what should be in the updates and patches procedure and policy.

Finally, you should have a procedure in place to rollback an update or patch as well. 
Sometimes, despite all the testing you can do, a patch or update simply will not work. You 
need to have a procedure in place to put the systems back to their original state quickly in 
case this happens. The procedure to put the systems back to their original state is called the 
rollback plan or procedure. From personal experience, many IT professionals can tell you, 
the one time you do not have a rollback plan will be the one time you absolutely need it. 
To avoid putting yourself in that situation, you should always make sure there is a rollback 
procedure in place before you ever update or patch your first production system.

CERTIFICATION READY
What are patches and 
updates? Why are they 
important? What are 
some policies you should 
have in place regarding 
updates and patches?
5.4

Service Pack 6 for 
Windows NT trashed 
any Windows NT 
operating system that 
was updated with it. 
Service Pack 6 did such 
a good job of trashing 
the patched operating 
system that all the 
data on the affected 
computer was destroyed 
and the operating system 
had to be re-installed 
from scratch.

TAKE NOTE*
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S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• What firewalls are.
• How firewalls block unwanted access to a network.
• How NIDS/NIPS devices can be used on a network as well as a computer.
• What some common features of firewalls are.
• The difference between stateful and stateless firewalls.
• What ACLs are.
• What some of the different types of filtering ACLs can do.
• What tunneling is and how it works.
• Some protocols related to tunneling.
• What PPP is and how it relates to other protocols used to create tunnels.
• Different methods of gaining remote control over a desktop or server.
• Some wireless technologies and standards used to secure wireless networks.
• What policies and procedures are.
• Some common policies and procedures that should be used in a network.
• Why user training is important.
• Why patches and updates should not be applied without first testing them.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The two most common layers that firewalls work on are ___________________ and 
_________________________.

 2. A ______________ is able to keep track of the connection a particular packet is using 
and what state that connection is in.

 3. ___________________________ is a method used by some firewalls to identify threats 
based on a database of patterns followed by known attacks.

 4. Two forms of filtering used by ACLs are ___________________________ and 
____________________.

 5. Two commonly used tunneling protocols are ___________________________ and 
___________.

 6. _________________ is a suite of protocols designed to give security to the Internet 
Protocol.

 7. The Microsoft protocol that allows a person to take remote control of a desktop over a 
network is __________________.

 8. For PPP to work over an Ethernet network a new stage called the 
____________________________ had to be developed.

■ Knowledge Assessment

c10NetworkAccessSecurity.indd Page 361  13/02/12  4:51 PM user-f396c10NetworkAccessSecurity.indd Page 361  13/02/12  4:51 PM user-f396 F-396F-396



362 | Lesson 10 

 9. A _______________________ is an assessment recommending the most appropriate 
way of handing a certain type of task, based on an observation of the way that several 
organizations handle that task.

 10. A _______________________ is a series of steps followed in a regular definite order.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. A firewall that does not take into account the state of a connection is called a ________.
a. VPN firewall
b. IDS
c. Stateless firewall
d. VNC

 2. _________________ is a protocol designed to provide security to the Internet Protocol.
a. IPSec
b. ICA
c. PPP
d. SSL VPN

 3. Which of the following does RDP stand for?
a. Remote detection protocol
b. Rear directed policy
c. Remote directory protocol
d. Remote desktop protocol

 4. Which of the following protocols use PPP as part of their function? (Choose all that 
apply.)
a. VPN
b. PPTP
c. L2TP
d. RDP

 5. _______________ is a program that requires a client component on one end and a 
server component on the other to work.
a. WPA
b. VNC
c. WEP
d. IDS/IPS

 6. A policy that defines who has access to a network as well as what they can access is called 
a/an __________________________________.
a. Authentication policy
b. Access policy
c. Directory services
d. Password policy

 7. An authentication protocol that can be used on both wired and wireless networks is 
what?
a. RADIUS
b. PPP
c. TKIP
d. PPTP
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 8. ____________________ is a suite of algorithms that added additional security on top 
of the security provided by WEP.
a. MS-CHAP
b. CHAP
c. TKIP
d. PKI

 9. L2TP stands for what?
a. Layer 2 Tunneling Protocol
b. Level 2 Tunneling Protocol
c. Level 2 Forwarding Protocol
d. Level 2 Tunnel Processing

 10. A firewall that is an actual network device is called what?
a. Network security firewalls
b. Signature identification firewalls
c. Network authentication firewall
d. Network-based firewalls
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Lab Exercises
■ Lab 1

Constructing an ACL Using Windows Firewall

The purpose of this lab is to show the student how to construct an ACL using the Windows 7 
Firewall. After completing this lab, the student will have practical knowledge of what an ACL 
is and how it can be used to protect a computer.

MATERIALS
• A computer running Windows Vista or Windows 7

• Paper

• Pen or pencil

THE LAB

Open the Windows 7 Firewall ACL Dialog Box

 1. Click on the Windows 7 Control Panel. (This is found under the Start Menu and over 
to the right.)

 2. When the Control Panel opens, it can be in one of two configurations—Category view 
or Icon view. By default, it will be in Category view. Figure 10-10 shows Category view 
and Figure 10-11 shows Icon view.

Figure 10-10

Control Panel in Category View
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   You can switch between the two views by clicking on the link located next to the View 
by: text in the upper right corner of the Control Panel dialog box.

 3. From the Category view, when you click on System and Security, you should get a dia-
log box that looks like Figure 10-12.

Figure 10-11

Control Panel in Icon View

Figure 10-12

System and Security dialog box

   If you do not get a dialog box that looks like Figure 10-12, you clicked on one of the 
text lines below the text that says System and Security. Close out that dialog box by 
clicking on the red X in the upper right corner and click on the correct text line.

c10NetworkAccessSecurity.indd Page 365  13/02/12  4:51 PM user-f396c10NetworkAccessSecurity.indd Page 365  13/02/12  4:51 PM user-f396 F-396F-396



366 | Lesson 10 

   List all the main categories found under this dialog box.

 4. Click the text that says Windows Firewall. When you click on this, you will see a dialog 
box that looks like the one in Figure 10-13.

Figure 10-13

Windows Firewall dialog box

   List all the options you see in the left panel of this dialog box.

 5. Click on Advanced Settings in the left panel of the Windows Firewall dialog box. When 
you do, you will see a dialog box like the one in Figure 10-14.

Figure 10-14

Windows Firewall Advanced 
Settings dialog box
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   When you open the Advanced Settings Firewall dialog box, you will see a window with 
three panes in it. The left pane contains a menu of the different options. The middle 
pane is where you manipulate the menu sections. Finally, the right pane contains the 
different actions that you can take with each menu selection.

   Expand the menu options in the left pane and list all the menu options that are present.

 6. Scroll down in the middle pane until you see a link labeled Windows Firewall 
Properties. Click on this link. You should see a dialog box like the one in Figure 10-15.

Figure 10-15

Windows Firewall Properties 
dialog box

   This shows the Windows Firewall options that were available in Windows XP. Obviously 
you have a lot more options now. List all the tabs you see at the top of this dialog box.

 7. Click on each of the tabs. What do you notice about the first three tabs versus the last 
tab? Why do you think this is the case?

 8. Click on the tab labeled IPSec Settings. What options do you see? List them.

 9. Click the Customize button in the first section of the IPSec dialog box. What comes up?
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 10. Click the Advanced radial button in each of the sections of the new dialog box, then 
click the Customize buttons, but always close out of the new dialog boxes by clicking 
Cancel. Look around, what do you see? Describe what you think you are seeing.

 11. Return to the Firewall and Advanced Security Settings dialog box. That is the dialog box 
shown in Figure 10-14.

 12.  Notice that in the left pane you have two icons that look like brick walls. One is labeled 
Inbound Rules and the other is labeled Outbound Rules. Click on the Inbound Rules 
icon. When you do, the center and right panels will change as shown in Figure 10-16.

Figure 10-16

Windows Firewall Inbound 
Rules dialog box

 13. Each line of text in the center panel is a Firewall Rule that can apply to inbound net-
work communications. Each rule with an active check mark in it is a rule that has 
been applied. Each rule with a check mark that is not active is a rule that has not been 
applied. You can turn rules on or off by clicking the check marks. If the check mark is 
on, clicking it will turn it off; if the check mark is off, clicking it will turn it on. The list 
of rules that are turned on becomes your ACL for all inbound network communications.

 14. There is a similar set of rules if you click the Outbound Rules icon in the left pane. The 
rules that are turned on there make up the ACL for all outbound network communications.

TAKE NOTE*

The Outbound and Inbound ACLs together is simply referred to as the ACL. By 
manipulating these two ACLs you can create or customize the ACL on your Windows 
Firewall. You even have the option of creating customized rules by using the “New Rule” 
option in the right panel of these two dialog boxes. Depending on whether the Outbound 
or Inbound panels are open in the middle determines if the “New Rule” is for outbound 
or inbound network communications.
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 15. Right-click on one of the rules listed in the middle panel. Now click the Properties 
option. When you do, you will see a dialog box similar to the one shown in Figure 10-17.

TAKE NOTE*

•  The Programs and Services tab allows you to choose the computer programs or services 
to which you want to apply a specific rule.

•  The Computers tab allows you to choose to apply or not apply the rule based on a 
computer’s name.

•  The Protocols and Ports tab allows you to apply the rule to specific protocols or ports 
only, assuming the rule relates to a specific protocol or port.

•  The Scope tab allows you to restrict the rule based on IP address.
•  The Advanced tab allows you to apply the rule based on network interface, assuming 

you have more than one, and the network profile under which you are operating.
•  The Users tab allows you to apply or not apply the rule based on which user is logged 

on to the computer at any given time.

 16. You will notice that there are seven tabs across the top of this dialog box. We will look 
at the General tab first. Two main features of the General tab are the Rule Name and 
the Rule Description. The Rule Description is very important because it tells you exactly 
what the rule does. The Rule Description box contains two lines of description, but 
there are little arrows to the right of the rule. These little arrows allow you to scroll up 
and down because the descriptions usually take more than two lines.

 17. Write down the entire description of the rule you chose. Use the little arrows to view the 
entire description if needed to write down the whole thing.

Figure 10-17

Windows Firewall Rule
Dialog Box

 18. Once you have finished examining all the tabs and the options available in them, you 
may close the Firewall dialog box and the Control Panel dialog box. However, you may 
wish to leave the computer running for the next lab.
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Figure 10-18

Windows Update dialog box

■ Lab 2

Updates and Patches

As discussed in the lesson, sometimes software updates and patches can cause problems on a 
computer rather than helping. In this lab, students learn how to set up Windows 7 so that it will 
not automatically install untested updates and patches. This lab also helps students learn how to 
determine if a specific update or patch could potentially cause a problem for their computer.

MATERIALS
• A computer running Windows Vista or Windows 7

• Access to the Internet

• A web browser

• Paper

• Pen or pencil

THE LAB

Configure How Windows Installs Updates and Patches

 1. Go to Control Panel.

 2. Click on the System and Security category.

 3. Click on the Windows Update sub-category. The dialog box you see should look similar 
to Figure 10-18.

 4. Notice that the dialog box gives a summary of how many patches are available from 
Microsoft. This dialog box also lists how many updates are optional, recommended, and 
critical. Write down how many of each are shown in your dialog box.

 5. If you click on each one of the general groups of updates, you will get a list of what updates 
are available in each group. You will also be able to select that update to install or not.
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 8. The important part of this dialog box for our purposes is the top section of it where 
it allows you to choose how you want to install updates. By default, Microsoft wants 
you to let Windows automatically install updates as soon as new ones are available. 
As discussed in the lesson, this is not always the wisest thing to do. To change how 
Microsoft installs updates, simply click on the down arrow on the far end of the button. 
Write down the four options you see there.

 9. Which option do you think would be the best option for you to use? Why?

 10. Which option do you think would be the worst one to use? Why?

 11. Click on the options you want to use and close the dialog box then close the Control 
Panel. However, leave the computer up for the next step of this lab.

 6. In the Windows Update dialog box, there are several options on the left side. Write 
down what the options are.

 7. Choose the Change Settings option. When you do, you will see a dialog box that looks 
similar to Figure 10-19.

Figure 10-19

Windows Update Change 
Settings dialog box
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Research Patches to Determine Whether
It Is Safe to Install a New Patch

 1. Open a web browser and go to Google or some other search engine.

 2. Enter Microsoft Patch News into the web browser.

 3. What are some of the most recent news stories related to Microsoft patches that you saw? 
List three of them.

 4. Are there any critical patches that have recently come out or will be coming out soon?

 5. What do the news stories say about them?

 6. Were there any recent “problem” patches that you may not want to install on your system?

 7. What are three news sources that the stories came from?

 8. Would you want to rely on information from only one source? Why or why not?

 9. Would you want to rely on information only from Microsoft? Why or why not?
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

What is Network
Management and
Why Do We Need It?

Documentation Describe the purpose of 4.5
 configuration management
 documentation.
 • Wire schemes
 • Network maps
 • Documentation
 • Cable management
 • Asset management
 • Baselines
 • Change management

Network Monitoring Given a scenario, use the 4.4
 appropriate network
 monitoring resource to
 analyze traffic.
 • SNMP
 • SNMPv2
 • SNMPv3
 • Syslog
 • System logs
 • History logs
 • General logs
 • Traffic analysis
 • Network sniffer
 Categorize different types of 5.6
 network security appliances
 and methods.
 • NESSUS
 • NMAP

Network Optimization Given a scenario, install and 2.1
 configure routers and switches.
 • QoS

Network Management 11LESSON
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 Explain different methods 4.6
 and rationales for network
 performance optimization.
 • Methods:
  • QoS
  • Traffic shaping
  • Load balancing
  • High availability
  • Caching engines
  • Fault tolerance
  • CARP
 • Reasons:
  • Latency sensitivity
  • High bandwidth applications
     (VoIP, video applications, unified
     communications)
  • Uptime

K E Y  T E R M S

accounting

baseline

bit error

bit rate

caching engine

caching server

CARP

compartmentalization

connectivity monitoring
 software

connectivity software

delays

documentation

downtime

edutainment

event logs

Event Viewer

fault tolerance

high availability

high bandwidth application

history log

jitters

latency

latency sensitivity

load testing

logical network diagram

media

network diagram

network management

network monitoring

network optimization

network video application

packet drop probabilities

packet shaping

performance

physical network diagram

policy

procedure

propagation

quality of service (QoS)

redundancy

regulations

reliability

schematics

speed test

storage delay

stress testing

system logs

throughput tester

traffic shaping

transmission

uptime

video application

video communications

video surveillance

virtualization

Voice over Internet Protocol
 (VoIP)

wire management

wiring schematic
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■ What Is Network Management and Why Do We Need It?

THE BOTTOM LINE 

In the first section of Lesson 11, we discuss what network management is and answer the 
question of why we need it. We also address the various considerations that need to be 
thought about when managing a network.

Network management refers to the various actions, procedures, and methods related to monitor-
ing, configuring, maintaining, supporting, and updating a network and its infrastructure. There 
are a wide variety of tools, both hardware and software, available to help in various activities 
related to the management of a network. Some of these tools are examined later in this lesson.

Now that we have defined what network management is we need to answer the question of why 
we need it. The most basic reason is because if we do not, over time the devices related to creat-
ing the network will deteriorate. This deterioration can take the form of configurations and soft-
ware becoming corrupt, devices that stop working, power surges hitting the network, network 
configurations needing alteration because of changing work needs, and many other things.

The act of watching for, preventing, and adjusting to these types of things is what network 
management is all about. It is not enough to simply wait for a problem to manifest itself in 
an obvious manner. For network management to truly be effective, you need to find problems 
and correct them before they become obvious. This lesson is about different methods, tech-
nologies, tools, and procedures for doing just that.

Network Management Considerations

When managing a network, there are quite a few things to take into consideration. Different 
people find different things important in this process. The truth of the matter is that all of 
them would be correct; they just have different things they consider priorities depending on 
their network situation and the purposes for which their network is used. The considerations 
we examine in this lesson are reliability, configuration, accounting, performance, and security. 
There is no special significance to the order because all are equally important when it comes 
to network management, although RCAPS does seem to make a nice acronym.

RELIABILITY
One main consideration when talking about network management is the reliability of the 
network. This refers to how likely it is that the network will function properly. Networks are 
usually very important to the overall productivity of the company that owns them. If the net-
work does not function properly, then productivity in the company suffers. If productivity 
suffers, then the company loses money. Given these facts, it becomes very important that the 
company’s network be reliable.

There are several ways to ensure that a network is able to function reliably. One way is to use reliable 
networking equipment that will not break down. Another way is to have redundant equipment, so 
that in the rare even that some of your network equipment fails, you have a backup system in place.

Widgets Incorporated has just hired Ray Villalobos as their new network administrator. 

Unfortunately the previous network administrator was fired with cause and so is not available 

to answer any questions. Ray has no information about how the network is configured and laid 

out. What will Ray have to do to find out what he needs to know about the network to do his 

new job? What can Ray do to make it easier for the next individual who needs to take over the 

administration of the network?
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However, even with the most reliable equipment available and backups for everything, if no 
one is actively maintaining the network equipment, it will eventually fail. One of the most 
important parts of network reliability is making sure that the network is well maintained.

When discussing network reliability, this is where network management comes in. Regular 
maintenance needs to be carried out on all network equipment. You should not wait until 
something breaks before everything is checked. Depending on the type of equipment 
being used, different maintenance activities need to be carried out on a regularly sched-
uled basis.

You should make sure that your wiring is always neat and well ordered. Everything needs to 
be labeled correctly and wiring should not be allowed to run all over the place. Very specific 
wiring paths need to be laid out and adhered to when new cabling is used. The patch panels 
and switches where cables are plugged in or connected also need to be organized and orderly. 
When adding new cables, you should use a logical and previously thought out process when 
connecting up switches and patch panels. Handling and planning for wiring in the manner 
described is called wire management. Good wire management can make a lot of difference 
when it comes to troubleshooting and resolving network problems quickly.

In the case of routers, someone should always watch over them. If a connection goes down, or 
a new route has to be followed because of a downed connection, someone should be aware of 
it immediately and take the proper steps to bring the downed connection, port, or route back 
up. If such things are left to take care of themselves, sooner or later enough connections and 
routes will be down and the network will lose the ability to communicate across itself. When 
that happens, you have such a big problem that everybody will notice and want to know why 
it was not taken care of before. This is not a question you want to find yourself having to 
answer. Another important aspect of keeping a watch on the routers is that even though the 
routers are capable of finding alternate routes if a chosen route goes down; the new alternate 
route is almost always slower and less efficient than the original one. This means that even 
though the network is still able to communicate across itself, it is communicating less effi-
ciently. If enough suboptimal routes are being used, the network’s overall efficiency will 
diminish, and the company’s overall productivity will go down. Sooner or later people will 
start noticing things like that.

Servers are other networking devices that need to be regularly maintained in order to keep the 
network running reliably. Depending on the operating systems being used the amount of 
maintenance varies. In the case of Microsoft operating systems, servers need to be rebooted 
periodically to maintain their health and reliability. Part of maintaining a reliable network 
may include having a regular schedule where you reboot your servers every couple of months. 
Also in order to maintain the reliable operation of your network, servers should be updated or 
patched in a regular manner. This is important because new bugs and security risks are con-
stantly being found in servers and so regular updates are patches are provided to fix them. If 
your servers are not regularly patched, eventually there will be so many vulnerabilities and 
bugs in your servers that they will become easy targets for hackers and have a high likelihood 
of failing outright. That is not what you would call a reliable network.

A final thing that should be checked on servers is the integrity of the servers’ file systems. 
Over time, files become lost, cross linked, or corrupted. In fact, one of the earliest signs that a 
hard drive is beginning to fail is an increase in lost clusters, cross links, and corrupted files. If 
you are doing regular file system checks on your servers, you are likely to catch a failing hard 
drive before it fails catastrophically. This means that you will be able to recover the data off of 
a server’s hard drive and replace the failing hard drive before the loss becomes so severe that 
you lose the entire contents of the hard drive, possibly irretrievably.

There are many other things that can be done to ensure the reliability of a network. Some of 
those things are discussed later. Additionally, you are sure to think of some other ways to help 
maintain a network that are not discussed here and thereby increase the reliability of any net-
work for which you may be responsible.
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CONFIGURATION
Configuration has to do with how the network is laid out and how the equipment is set up. 
The logical question is “What does this have to do with managing a network?” Surprisingly, it 
has quite a lot to do with network management. The way a network is laid out and the way 
the hardware is configured has very large implications for how you go about managing it.

First let us look at basic items such as the topology you use on the network. If you use a ring 
topology, you need to have equipment and procedures in place that affect what happens if 
there is a problem. In a ring network, if a single section of the ring goes bad, the whole ring 
goes down. It takes specialized equipment and procedures to deal with this problem. If on the 
other hand you are using a star topology, when a single section goes down, it only affects that 
computer or that section specifically. This makes it much easier to find the problem and 
resolve it, but it also means that since there is more wiring and equipment involved, problems 
may happen more often and you need to have procedures in place to resolve them.

The equipment you use and how you configure it also affects how the network is managed. If you 
have one massive central switch where everything is connected, it becomes easier to create VLANs 
and such because you only have to configure one large switch rather than numerous smaller 
switches. This makes network management easier; however, if something happens to the one large 
switch, the entire network is affected. On the other hand, if you have multiple smaller switches, if 
something happens to one of those switches, only that portion of the network is affected. Again 
there are trade-offs, and again those trade-offs affect how you go about managing your network.

Even what you do with servers can affect how the network is managed, and there are more 
options here than you would initially think. The first decision to make in regards to servers is 
what operating system you wish to use. You can choose Microsoft solutions, Linux/UNIX 
solutions, or a combination of both. That decision alone has major consequences for how the 
network is managed and how you are going to train your support personnel. If you go with 
Microsoft solutions, things tend to be easier to set up and update, but you will have higher 
costs and a higher probability of server software problems. There are also greater issues related 
to security. If you go with the Linux option, your initial cost will be lower, you will likely have 
less downtime, and security will be better; however, you will have greater difficulty updating 
your software, you will not have as many software options to begin with, and you will need a 
much more skilled support staff, which means a better-paid support staff. As you can see, just 
the operating systems you choose can have a large impact on how you manage a network.

Another question about servers is how many and how large you want them to be. If you decide 
to go with many lower cost servers, you will be able to get things up and running faster and 
cheaper, but you will have to add more servers on a regular basis. Also the more servers you 
have, the more network administrators you will need and the more complex the structure of 
the network will get over time. On the other hand, you could decide for fewer but larger, more 
powerful servers. This results in a much bigger startup cost, but only requires a smaller net-
work administrator staff and the overall server structure will be less complex. On the downside, 
it will cost you more to upgrade and expand your capacity when the time comes.

Finally, you have to decide if you want to use virtualization instead of actual servers. 
Virtualization is where you take one very large and very powerful server and install a pro-
gram such as VMWare on it. After you have installed VMWare or other virtualization soft-
ware, you then set up multiple instances of your sever to run on the virtual machine and 
place all your server functionality on the virtual servers inside the virtualization server rather 
than on separate hardware boxes. This is how the XP Mode in Windows 7 works and is also 
how Windows is able to run old DOS programs. Once you decide to go with virtualization, 
you then have the cost of a very powerful server with lots of RAM and the difficulty of find-
ing people trained to use virtualization on a server. Beyond that, if something were to happen 
to your virtualization server, your entire network would be down until it is fixed. The upside 
to virtualization is that one very power server with lots of RAM is likely to cost quite a bit less 
than 10 or more smaller servers. Another upside is that you can consolidate all your servers 
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down to just a single server box or two. This is basically taking the idea of one or two larger 
servers mentioned before to its ultimate  logical conclusion.

ACCOUNTING
The accounting mentioned here is not doing your books or keeping track of the financial sta-
tus of your network, instead accounting is keeping track of what is being done on your net-
work and by whom as well as how it is performing. In fact, an argument can be made that 
accounting actually is part of the next two topics we discuss.

The goal of accounting in networking is to keep track of what is going on with your network. 
Accounting is used to track what resources are being used, who is accessing which resource, 
who is attempting to access resources they are not supposed to, how various components of 
the network are performing, and many other things. How this is done is discussed later in 
this lesson. What is important right now is to realize that these are the kinds of things net-
work accounting is used for.

Depending on what and how many things you are keeping track of with accounting can have a 
profound impact on how your network is managed. If large numbers of items are being tracked, 
then more time and resources have to be dedicated to accounting. This may even result in needing 
to hire personnel whose job is strictly running the network accounting department so to speak.

Another consideration when talking about network accounting are the resources and overhead 
you want to dedicate to this activity. If you choose to do a lot of accounting on your network, 
you will need to dedicate more resources to the network and manage it accordingly. The more 
accounting done on a network, the more physical resources you need on the network to do 
so. At some point, you reach a place where the return you are getting from your accounting 
does not justify the resources being dedicated to it. When managing a network, you need to 
know where this point is given the situation, purpose, and functioning of your network and 
the company it serves.

PERFORMANCE
Performance has to do with how well the network is functioning and has two components:

• How to determine how the network is performing: This component has to do with 
monitoring the network, and it is where performance overlaps with accounting.

• How to make the network perform better: This can be done with new equipment, 
better procedures, and/or more efficient software.

These two areas of network performance are different but related topics. Both of these areas 
are discussed in more detail later in this lesson, but greater emphasis is given to monitoring.

In the case of monitoring a network, the first step is to develop a base from which you can deter-
mine later network performance. This is called a baseline. Baselines and how they are obtained is 
discussed later in this lesson. Once you have established a baseline, it will become what you com-
pare all future network monitors against. From a network management point of view, if a current 
network monitor compares favorably with the baseline, then you can conclude that the network 
is running optimally. If a future network monitor compares unfavorably with the baseline, then 
you need to determine why. The other part of performance is seeing what you can do to make 
the network perform better. If you are successful, then that becomes your new baseline.

There are a number of things that can contribute to making a network perform better. One thing 
that can be done is to come up with more efficient use of the existing network capacity. This may 
include developing newer more efficient procedures and policies, or finding and implementing 
more efficient software. Also simply fixing bugs in existing software can result in a more efficient 
use of network resources. A good example of this last situation was Service Pack 3 for Windows 
XP. That service pack on average actually increased a computer’s performance by nearly 10 percent. 
That 10 percent gain in performance all came down to fixing bugs and more efficient coding.
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CERTIFICATION READY
What is network 
documentation? Why is 
network documentation 
needed?
4.5

■ Documentation

THE BOTTOM LINE 

In this section of Lesson 11, we discuss network documentation. We discuss what it is, 
why it is important, and what types of documentation there are.

Another way to increase a network’s performance is to actually increase the resources available 
to the network. You can do this by adding additional switches, adding more or faster servers, 
or bringing more bandwidth physically into the network. Another way to increase the 
resources available to a network is to upgrade the actual infrastructure of the network. This is 
not a decision to be taken lightly and will actually end up being quite expensive. The expen-
sive part comes because it will most likely require the replacement of most if not all switches 
and possibly even the actual wiring of the network. Unfortunately, if a network is in existence 
long enough, there will come a time when it becomes necessary to physically upgrade the 
entire setup. Part of network management is to determine when that time comes based on the 
needs of the company and how the upgrade should be accomplished.

SECURITY
We have already spent a couple of lessons on network security; however, it is important to realize 
that maintaining the security of a network is also part of managing a network. What security 
measures need to be taken, what security technologies to use in securing the network, even decid-
ing whether to have a wireless segment are all security-related questions involved in network man-
agement. These questions, like all other network management questions, are answered based on 
the needs of the company and the direction received from the company’s upper management. 
How sensitive your data is and how readily you want your employees and others to have access to 
that data are all parts of determining what type of security should be built into your network.

Documentation is a very important consideration when talking about network management. 
With sufficient network documentation, network management becomes much easier and 
more efficient; this remains true for others who may come in later to manage the network. 
However, when network documentation is not present or even worse only partially present, 
network management and support becomes very difficult. This part of Lesson 11 discusses 
what network documentation is, why it is important, and some different types of network 
documentation that a company may want to have.

Types of Network Documentation

There are a number of different types of network documentation available. What manage-
ment considers important and the purpose behind the documentation affects the type of doc-
umentation that should be kept. What the network is used for will also have an impact on the 
type of network documentation needed.

Network documentation comes in two broad categories. The first category is actual records of 
what you have, how it is configured, and where it is located. This type of documentation also 
contains records of what has been done to specific network devices and the network in general. 
The second type of network documentation consists of procedures and policies used to manage 
and maintain the network.

Both types of documentation are necessary and important to manage a network smoothly. 
The actual physical records are needed so you know where everything is and what has been 
done to it. The policies and procedures are needed to make sure that everybody knows what 
their responsibilities are in managing the network and so that clear lines can be drawn when 
it comes to reporting network problems. Without clear reporting lines, problems with the 
network and devices on it become lost and cannot be corrected in a timely manner, resulting 
in problems that get larger and more difficult to correct over time.
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NETWORK MAPS
Network diagrams are very important pieces of documentation for any network. Network 
diagrams show either the physical layout or the logical layout of the network. Put another 
way, physical network diagrams show where everything on the network is physically located. 
And logical network diagrams show how everything works on the network. Figure 11-1 
shows a fictional physical network diagram of a section of a call center.

In this figure, you can see the locations of different stations in the call center as well as the sta-
tion numbers. To enhance your documentation, you can create a spreadsheet that is tied to the 
station numbers on this diagram. In the spreadsheet, you can include information such as jack 
number, MAC address, IP address, model of computer located at the location, and even a list of 
software the computer at the given location is supposed to contain. Using these two pieces of 
documentation, whenever a problem is reported to network support based on station number, 
the tech would know exactly where the station is located, what jack number the station is con-
nected to, and all the other pieces of information listed in the spreadsheet. This would help the 
tech determine what could be causing the reported problems, which would reduce the amount 
of time it would take to resolve the problems. Figure 11-2 shows a logical network diagram.

Figure 11-2 does not give us any information about the physical layout of a network. Instead 
it gives us information about how a network works. In this case, it tells us how the firewalls 
and other security features possessed by this theoretical network work. Looking at this figure, 
we can tell that the network has two firewalls that form a DMZ; four NIDS; and that the 
e-mail, DNS, and web servers are located inside the DMZ. We can also see that additional 
servers, specifically the domain, database, and file server, are located in the internal network. 
We do not know where any of these servers are located physically. It is entirely possible that 
all six servers could be in the same room but on different sides of the firewall, but this is not 
information included in a logical network diagram.

Like the physical network diagram, we can also tie a spreadsheet to a logical network diagram. 
In the case of the logical network diagram, we could include all kinds of information about 
the devices shown. We could have configuration information about the servers in the spread-
sheet. We may also decide to list what protocols and IP addresses the firewall’s ACLs are set to 
block. We may even decide to include a copy of the actual ACLs being used by the firewall. 
We can also include the IP addresses of all the devices shown in the diagram. Really, you can 
include any pieces of information that you decide would be useful to have easily accessible 
about the devices shown. When your information is so well organized, it becomes much eas-
ier to manage the network for which you are responsible.

BASELINES
Baselines are another useful piece of documentation to have when it comes to managing a 
network. A baseline provides a representative sample of how the network is working at a spe-
cific point in time. Essentially, a baseline is a snapshot of what is going on in your network. 
This snapshot is important as a comparison point in the future to determine how the network 
is working compared to how it worked previously. Doing this type of comparison on a regular 
basis can help you catch problems in the network before they become severe enough to 
noticeably affect network performance.

Before you create a baseline, there are some basic questions that you need to answer. The 
answers to these questions determine what is monitored to create the baseline.

The first question we need to ask is “What is the purpose of our baseline?” or “Why are we creating 
this baseline and what is its objective?” For example, if we want to create a security baseline, then we 
need to know what protocols are being used, who is accessing information and what information 
are they accessing, where do most requests of a specific type originate, as well as other information 
like this. If we want a performance baseline, we need to know how much bandwidth is being used, 
what memory resources are being used, what the load on various networking devices is, and other 
related information. Answering these questions will help us determine the scope of our baseline.

CERTIFICATION READY
What are physical and 
logical diagrams? What 
is the difference between 
the two? Why are both 
needed?
4.5

CERTIFICATION READY
What is a baseline? Why 
is it needed?
4.5
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Once we know what the objective or reason for our baseline is, we can then ask what devices 
need to be included. If we are creating a baseline related to network security, it really is not 
important to know how the servers are allocating memory resources. However, if we are creat-
ing a baseline for performance testing, suddenly the way the servers allocate memory as well 
as how much CPU time they use for each process becomes more important.

Finally, we need to ask, “What is our long term goal here?” Are we trying to build a case that 
we need to purchase more servers? If so, then we should place more emphasis on how much 
work the servers are doing. If we want to determine whether we need to buy new switches, 
then we need to put more emphasis on how long it takes the switches to process the frames 
they are receiving. If our goal is to create a general purpose baseline to use as a measuring 
stick in the future for network health, then we need to take a more broad-based approach that 
records a bit of everything going on in the network.

When creating a baseline, you should also take into account the time of day. If you record the 
baseline at the busiest part of the day, it will look very different from one recorded at the slowest 
time of the day. A baseline recorded during peak use periods is much more revealing and informa-
tive than one recorded during the slowest part of the day, especially when it comes to performance 
baselines. However, if you are trying to create a security baseline, recording it during the slowest 
part of the day may actually make anomalies that could be malicious hackers stand out more.

While baselines can be a bit complicated to create, you do not have to create them all on your 
own. There are a number of software packages available that are designed to help create network 
baselines. These packages allow you to choose what measurements you wish to use in your base-
line. Many of them also allow you to set baseline goals and then take the appropriate measure-
ments based on a specified goal. In one of the labs from this lesson, we look at the performance 
monitoring software that comes with Windows and learn how we could use it to create a perfor-
mance baseline for the local computer. In the server version of Windows, the performance software 
will also allow you to make a network performance baseline. However, both the workstation ver-
sion of the performance monitoring software and the server version work the same way. The only 
difference is that the server version has some additional monitoring options that the workstation 
version does not. Figure 11-3 is a screenshot of Windows 7’s Performance Monitoring Software.
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WIRING SCHEMATICS
When people think of wiring schematics, they tend to think about those really hard to understand 
diagrams that explain how a fancy electronic device works. While that is a type of wiring schemat-
ic, it is not what we are talking about in networking. In networking, a wiring schematic is a dia-
gram of where all the wires in a network are in relation to the physical  layout of the facility the 
network is located in. One way of looking at this is to think of a  wiring schematic as a physical 
diagram of a network that shows where the wires are rather than where the network devices are.

When troubleshooting network wiring problems, these wiring schematics become very important 
because they show where the wire runs are, as well as which jacks connect to which ports on the 
patch panels and switches in the switch room. Without a wiring schematic, it becomes necessary 
to test both ends of every individual wire run to determine where each jack is connected on the 
patch panel or switch. This is a very tedious and time-consuming process. It is much more effi-
cient to already have this laid out in a wiring schematic. Also, if there is a problem with the actual 
wire in a wire run, knowing where that wire is located all along its path makes it much easier to 
find and fix any physical break in the wire should that become necessary.

CABLE MANAGEMENT
Cable management refers to making sure that all the cabling in a network is well organized and 
documented. This is done be labeling jacks, patch panels, switches, cables, and anything else that 
will help the people responsible for maintaining the network keep track of the cables. However, 
labeling everything is not enough. It is also necessary to document all the cabling so that when 
network support personnel need to find something, they know where to look in order to locate it. 

Beyond labeling and documenting, cable management is also about keeping all the cables 
need in the switch room, along the cable runs, and at the end destinations of the cable runs. 
Keeping everything need is important because it makes it easier to find specific cables and 
connections. It does not matter how well things are labeled and how well everything is docu-
mented, if the cables are disorganized and strewn all over the place, it is still hard to see where 
everything is at and to see where specific cables are connected. 

CERTIFICATION READY
What is a wiring 
schematic? What is a 
wiring schematic used 
for?
4.5

Figure 11-3

Windows 7 Performance 
Monitoring software

c11NetworkManagement.indd Page 383  13/02/12  4:54 PM user-f396c11NetworkManagement.indd Page 383  13/02/12  4:54 PM user-f396 F-396F-396



384 | Lesson 11

In addition to helping keep things organized and neat, cable management also makes it easier 
to troubleshoot problems. If the cables in a network and the connections in a switch room are 
well organized, it makes it much easier to locate a problem and then fix it. If things are not 
labeled properly it becomes very difficult to fine which connection or cable is responsible for 
the problem. If things are not neat and well organized, it becomes very difficult to trace a spe-
cific cable to see where there may be a problem with that cable. 

ASSET MANAGEMENT
Asset management is basically an inventory system. When setting up asset management it is 
important to label every computer and other piece of equipment in a network. Once all the 
equipment on a network is labeled and entered into an inventory system it becomes much 
easier to locate a specific piece of equipment and to know when a specific piece of equipment 
is not where it should be. 

If the people managing the network know where every piece of equipment is supposed to 
be, this has several beneficial effects. One obvious beneficial effect is that it something is 
stolen or taken without permission it is easily noticed. If a potential thief knows that it 
will be quickly notices if something is stolen, the thief is less likely to steal something 
from that location. A less obvious benefit of good asset management is that it makes it 
very easy for a network support specialist to fine and fix network equipment that is down. 
Many times when a network device fails, it is noticed by network monitoring equipment 
first. In a poorly documented network, once a network device is noticed to have failed, it 
becomes a case of hide and seek to try and fine where the failed device is located. 
However, if the network is well documented and the network managers know where all 
their assets are, all that the support specialist has to do is go to the documented location 
failed device and fix or replace it.

CHANGE MANAGEMENT
Change management has to do with documenting changes on the network. In other 
words, change management is making sure that anytime anything on the network is 
changed, updated, added, etc. that changes is added to the appropriate network documen-
tation so that everyone knows the change has taken place and what the change was. This 
can actually save a lot of time by preventing support personnel from having to “fix” things 
in the network that were actually planned changes. It also means that when a real problem 
occurs after a change has been made, the support person tasked with resolving that issue 
will know what has been changed recently and can adjust his plan to resolve the problem 
accordingly.

It should go without saying that change management assumes that the network is already well 
documented. If the network is not well documented then the first step in a good change manage-
ment plan is go through and create accurate and comprehensive documentation for the network.

Assuming that the network is already well documented, change management involves making 
sure that any changes done to the network make their way into all the right locations in the 
network documentation. What this means is that if a computer is replaced then the appropri-
ate notations of this replacement is made in the network documentation. If some software is 
added to one or more devices on the network then this too is recorded in the existing net-
work documentation. Change management does not stop here though. If the configuration of 
a router or switch is changed, that change also should be recorded in the network documenta-
tion in the appropriate locations.

POLICIES, PROCEDURES, AND CONFIGURATIONS
In the previous lesson, we discussed policies and procedures in a general sense. In this lesson, 
we discuss policies and procedures as they relate to network management. However, we will 
start with configurations.
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Configurations
Configurations are not how you configure the computers and other devices on your network, 
rather in this context, configurations refer to the record of how the various devices on your 
network are configured. The easiest way to create configuration records is to make them at 
the time you initially set them up. This way the configuration is fresh in your mind and you 
do not have to go back and research and run the risk of missing an important detail. 
Unfortunately, many times configuration records were not made at setup so the only option is 
to go back and research the configuration so you can document it.

Configurations are important and we need them because they contain a record of how a 
 particular device is configured. If something was to happen to a networking device and it had 
to be replaced, a copy of the original configuration makes it possible to do so. Otherwise, you 
have to find out what the configurations of all the other devices were and then figure out how 
the malfunctioning device fit into the whole setup. You then have to figure out how to con-
figure the replacement device based on that. Undoubtedly you would end up making a num-
ber of incorrect configurations before you found one that worked. Even then, you would still 
have to worry about having missed something you did not know about. All things considered, 
having a hard copy of the original configuration is a much better option.

Policies and procedures
As mentioned earlier, the policies and procedures under consideration here are related to net-
work management and not just general network usage and such. Policies about network man-
agement should concern how the network is documented. They should also be concerned 
with regular maintenance procedures and contain methods to verify that the specified mainte-
nance procedures have been followed. Network management policies should also deal with 
how the content of the network is backed up and what should be done in the event of differ-
ent kinds of failures. Network management policies should also contain provisions for the 
continuing function of business should natural disasters and such happen and how to recover 
from them. There should also be network management policies that deal with how the net-
work’s capacity can be expanded or upgraded.

Network management procedures go hand in hand with network management policies. While 
network management policies lay out how the network should be maintained and what should 
happen if failures take place and other such issues, network management procedures deal with 
how to implement those policies. The purpose of network management procedures is to lay out 
the steps and actions to be taken to make sure that the network policies are met and followed. 
You really cannot have one without the other, which is why they are discussed together here.

Creating network management policies
When creating network management policies, there are several considerations you need to 
keep in mind. One consideration is to keep the scope of your network in mind. This means 
you need to create your management policies in accordance with the size of your network. If 
you have a small network that only meets the needs of a small business, you need to have 
management policies that keep that in mind. Large networks require lots of support staff, 
which requires a clear delineation of duties, and this fact should be addressed in the network 
management policies you create. If you have a smaller network, then your existing support 
staff has to cover many different jobs per person. Again, this is a fact that should be addressed 
in any network  management policies you create.

Beyond the size of your network, you also should consider the job your network is there to 
accomplish. Depending on the purpose of your network, how it is managed will change. If your 
network is primarily used to access a large central database, then you will need to place more 
emphasis on database management, support, and maintenance in your network management 
policies. If yours is more of a general use type network, then provisions for a larger variety of 
applications and more generalized uses need to be placed in your network management policies.

CERTIFICATION READY
What are configurations? 
Why are they needed?
4.5

CERTIFICATION READY
What are policies and 
procedures? How are 
they different? Why are 
they needed?
4.5
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Finally, when creating network management policies, you should consider how important 
security is to your network. One trade-off that you need to be aware of when creating network 
management policies is that the more secure you attempt to make a network, the more difficult 
it will be for end users to access and use that network. You need to strike a balance between 
how easy it is for your end users to use a network and how secure that network is. Each layer 
of security you add to a network is also a potential additional layer of complexity. Like always 
the decisions you make in this area when creating a network management policy, should be 
dictated by what your company and its network is expected to do. If your company manufac-
tures and tests new secret military technologies, then the more secure your network the better. 
If your company makes kazoos for elementary school ensemble groups, a highly secure network 
is just going to frustrate your end uses.

At the end of this lesson we have a lab that examines various network policies and procedures 
that are in the public domain and determines what they have in common. We also look at 
what is different about them. Finally, we also attempt to locate examples of different types of 
network policies, procedures, configurations, and regulations.

REGULATIONS
Regulations are similar to policies and procedures but different. Whereas policies and proce-
dures are guidelines and rules a company imposes on itself, regulations are rules and guide-
lines imposed on the company by outside agencies and/or organizations. Another thing to 
consider about regulations is that if they are not followed, your business may not be allowed 
to do business any more. Whereas if you do not follow your own policies and procedures, the 
worst to happen may be that your network will not work as efficiently as it should or it may 
fail, but you could probably correct that. Put another way, if you do not follow your own pol-
icies and procedures, you may be out the money necessary to fix it. If you do not follow the 
proper regulations, you may be out of a job.

Perhaps one of the areas where regulations are the most stringent and closely watched is the 
medical industry; however, all industries have regulations of some sort that they have to fol-
low, even if they are just labor laws. When starting a new job, or switching career fields, you 
should find out what regulations apply to your industry and make sure that your company 
and your network meet those requirements. When making network management policies and 
procedures, it very important that you know the regulations that apply to your industry and 
then design your network management policies and procedures to ensure that those regula-
tions are not only being met but are also being exceeded.

Using Network Documentation

There are many ways to use network documentation, and those ways are determined by what type 
of documentation it is. If the documentation is configuration information, it is used to configure 
equipment that may be replaced so that new equipment will be able to effectively do the job of the 
equipment that was replaced. Configuration information can also be used to determine if a device’s 
configuration has been changed. These changes can come about via malicious activity, in which 
case the configuration documentation may help track it down. Changes can also come about 
because somebody unknowingly makes changes to a configuration. Configurations can also change 
because of bugs in device software or because that software became corrupted. Finally, configura-
tions can change simply because equipment is getting old and worn out. In all these situations, 
configuration documentation can be used to set things right.

Policies and regulations are also forms of network documentation. These types of documenta-
tion can be used to make sure that a network meets certain predetermined requirements. 
They can also be used as guidelines for future expansion and development of a network. 
Policies and regulations can also be used make sure that a network is maintained at a certain 
predetermined level of functionality.

CERTIFICATION READY
What are regulations? 
How are they different 
from policies?
4.5

CERTIFICATION READY
How do you use network 
documentation? What is 
a possible scenario where 
network documentation 
would be used?
4.5
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Finally, network documentation known as procedures can be used to make sure that a network 
is maintained properly. Procedures can also be used as a guideline for when things do not 
work right or when some unexpected problem arises. Procedures can also be used to ensure 
that a network’s support personnel know what to do when specific situations arise. Network 
documentation can be used in these and many other ways.

Keeping Network Documentation Up to Date

Just having good network documentation is not good enough; you must also keep that docu-
mentation up to date. If you have network documentation that is very thorough but never 
update it, it can quickly become worse than having no network documentation.

Having out-of-date documentation is worse than no documentation. At least if you have no 
network documentation, you know that you do not know what is on your network. However, 
if you have network documentation that is out of date, you assume that you know what is on 
your network, but networks always change over time. With out-of-date documentation, when 
something breaks and you try to use your network documentation to help you fix it, that 
documentation will most likely make the problem worse. To avoid that unhappy circum-
stance, keep all of your documentation up to date.

Keeping your documentation up to date can be easy if you have a regular maintenance pro-
gram where you make adjustments to your network information every time a change is made 
on your network. This requires a little more work from your support staff, but it can be done 
and in the long run will pay off handsomely for you. The best way to make sure that your 
support staff members update their documentation every time a change is made is to include 
information updates in your network policies and procedures. In this way, you can initially 
train your staff to do this, and then enforce it if they do not. Since it is a matter of policy that 
the data be updated, if someone on the staff does not do this, you can reprimand them for 
not doing so without them being able to retaliate.

Aside from making sure that you or your staff updates the network documentation every time 
something is changed, you should also perform a regular inventory. While counting things dur-
ing the inventory process, you should also use the opportunity to compare the reality of your 
network with what it is documented to be. Where you find differences, you can then investigate 
the differences and find out why they are there. More often than not it will be simply that 
somebody forgot to update something or wrote it down wrong when they did. Occasionally, 
you may find the divergence is caused by hardware or software failure or malicious intent. In 
those rare occasions, you have the opportunity to correct a small problem before it becomes a 
big problem. If the divergence was caused by human error or laziness, then you have the oppor-
tunity to catch the error before it combines with other errors and becomes a major problem.

Do not always assume that people not doing their jobs, malicious intent, or hardware/soft-
ware failures caused the errors or divergences. It is a simple fact that over the course of time, 
things sometimes are simply missed. The whole point of the documentation inventory is to 
catch those things. If you find other things as well, you are ahead of the game.

■ Network Monitoring

THE BOTTOM LINE 

Methods and technologies used to monitor networks are the topic of discussion in this 
section of Lesson 11. We discuss what network monitoring is and some of the tools that 
are available to do network monitoring.

CERTIFICATION READY
Why is it important 
to keep network 
documentation up to 
date?
4.5

Network monitoring is the act of watching a network and determining its current state. 
Network monitoring can be used to collect any number of statistics that are useful for deter-
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mining a network’s current state. Another aspect of network monitoring is determining what 
people are doing on the network at any given time. In this case, instead of monitoring the 
actual functioning of the networking technology, you are monitoring the activities the users 
are putting the technology to. There are good and valid reasons for doing both kinds of mon-
itoring. However, in this lesson we examine monitoring the actual network rather than the 
uses a network’s end users are putting it to.

Many of the technologies used to create a baseline can also be used to monitor the network’s 
functioning in real time. The main difference is that instead of creating a reference point like 
a baseline does, network monitoring is more concerned with what is happening now so that 
you can identify any unusual activity and track down what is causing it. Sometimes the 
unusual activity really does not indicate anything and sometimes it may be the precursor to a 
problem that will reveal itself more obviously down the road.

Network monitoring is also useful for determining when it is time to consider upgrading the 
network. You can upgrade the network by increasing its capacity, updating its equipment, 
altering the basic infrastructure, or otherwise enhancing it. However, when looking at upgrad-
ing a network, there are a few rules that you may want to follow.

One rule to keep in mind is that you generally do not want the normal network load to be 
greater than 80 percent of its total capacity. If your normal network load is pushing 100 
percent of its total capacity, when a peek time comes, there will be no way to accommodate 
the greater demand on the network. When the greater demand cannot be accommodated, 
network components begin to fail. In fact, the whole point behind a DoS attack is to 
stretch a network’s demand beyond its capacity and thereby bring it down. You do not 
want to effectively launch a DoS attack against yourself because the demand on your net-
work exceeds the capacity of the network to accommodate it. 

Additionally, you should not wait until you are pushing the limits of your network’s capac-
ity before you think about upgrading it. If you do this, you will almost inevitably exceed 
your network’s capacity before you are able upgrade it because you usually cannot simply 
up and buy new equipment to upgrade your network at will. Such upgrades are almost 
always very expensive and require approval from higher management before you can even 
begin to purchase what you need to carry out the upgrades. Getting such approval takes 
time, and while you are waiting for that approval, the demands on your network will con-
tinue to increase. Furthermore, even after you gain approval to spend the money, it takes 
time to actually order the equipment, have it delivered, and finally, get it installed. It is best 
to start the process of getting more equipment as soon as you notice your network capacity 
going over 70 percent or 80 percent on a regular basis even at low usage times during the 
day. If your company or organization is especially slow about giving approval to spend large 
amounts of money, start seeking approval when you see your network capacity regularly 
exceeding 60 percent or 70 percent. If worse come to worst, when the network does even-
tually crash because demand exceeded its capacity, you can honestly say you tried to get the 
approval to upgrade the network so this would not happen months ago, but nobody lis-
tened to you.

Packet Sniffers

Packet sniffers are one tool that can be used to monitor a network. The primary function of a 
packet sniffer is to capture data packets and deconstruct them so that you can know what 
protocols they contain and what their content is. There are several ways that this type of 
information can be useful for network monitoring.

One way that a packet sniffer can help in monitoring a network is to allow you to see when 
error packets are being sent. If one workstation or server generates more error  packets than 
any other workstation, then that may be an indication of a problem with that workstation or 
server. You would then know to go check that workstation or server out for problems.

CERTIFICATION READY
What is network 
monitoring? Why is it 
needed?
4.4

c11NetworkManagement.indd Page 388  13/02/12  4:54 PM user-f396c11NetworkManagement.indd Page 388  13/02/12  4:54 PM user-f396 F-396F-396



Network Management | 389

Another way packet sniffers can help monitor a network is by creating statistics about what types 
of packets are passing over the network and what ports are being used. For example, if there are an 
unusually high number of ICMP packets moving across a  network, it could indicate an attempt to 
launch a DoS attack against the network. Alternatively, a packet sniffer could determine that a 
large number of FTP packets are coming from a specific port. This may indicate that somebody is 
using network resources to either download or upload many files. Conversely, large numbers of 
HTTP packets could be coming and going to a specific workstation all day long. This could indi-
cate that somebody is spending more time surfing the web than they are working. Packet sniffers 
could also be used to see the content of those HTTP packets as well so you can see exactly what 
the employee spending all his or her time surfing the Internet is looking at when they do. As you 
can see, there are many ways that a packet sniffer can be used to help monitor a network.

One of the most widely used packet sniffers is a program called Wireshark. You already have 
had some experience with this program since it was used in Lesson 5. However, there are a 
few things you need to be aware of when using Wireshark or any other packet sniffer. 
Figure 11-4 illustrates Wireshark capturing packet information.

Figure 11-4

Wireshark capturing data 
packets

One thing to be aware of when using a packet sniffer is that it is considered a felony to use 
any kind of software to capture and view packets that are moving across a public network. 
This means that if you go to Starbuck’s or some other location and run Wireshark to capture 
the packets passing over their wireless network, you are committing a felony. This also means 
that you are also committing a felony if you use Wireshark, or some other packet sniffing 
technology, on your home computer if your home Internet access is sent over some type of 
shared media. Generally speaking cable-based home Internet access is of this variety.
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On the upside, if you use Wireshark or some other packet sniffing software on a corporate 
network that you are responsible for monitoring, you have broken no laws. The courts have 
ruled that corporate networks are private property and the employees that use them should 
have no reasonable expectation of privacy while on them. This means that as long as you are 
using a packet sniffer to monitor the activity on your corporate network, you are good.

The use of Wireshark, or some other packet sniffer, in a school environment uses the same 
rules that apply to a corporate network. In that situation, if your instructor tells you to use 
Wireshark on your classroom network, it is fine for you to do so. The one catch to this is that 
the school has to have had all its students and employees sign a network use policy that makes 
it clear to them that any activity they engage in on the school’s network is subject to monitor-
ing. However, if you use Wireshark without your instructor’s express permission to do so on a 
school network; you are once again in violation of federal law and probably school policy too.

One other issue related to using Wireshark has to do with the nature of the connection to the 
network the computer running Wireshark is using. This also explains why the situations 
described earlier in this section apply. If the computer running Wireshark is connecting to a 
network using a wireless NIC, then it is a federal violation if the computer in question is not 
on an isolated network. However, if the computer in question is using a wired NIC that is 
connected to a switch, then using Wireshark on that computer is not a violation of federal 
law, assuming the switch does not connect directly to a public network. The reason for this 
seemingly weird rule is that wired NICs connected to a switch are only able to see packets 
that are sent directly to or from a specific computer. This means that Wireshark is only cap-
turing those packets intended for the computer it resides on and so it is not capturing data 
that other users have a reasonable expectation of being private. However, if the NIC in ques-
tion is connected to a hub, or is wireless, then all traffic that passes on the related network 
segment is sent to all the computers on that segment, including the computer running 
Wireshark. This results in Wireshark capturing all the data passing over the connected net-
work segment. In other words, Wireshark is not only capturing those packets intended for its 
host computer, it is also capturing packets intended for all the other computers on the net-
work. This means that Wireshark is now capturing data that other users of the network do 
have a reasonable expectation of being private. When this happens, federal laws about wire-
tapping come into play, and the user capturing the packets is committing a felony. For more 
information on this, you can read the United States Code Title 18, Part I. The most relevant 
chapter is Chapter 119, though other chapters in Part I are also relevant.

SNMP
In Lesson 5 SNMP was looked at from a protocol point of view, here we will look at it from a 
network management point of view. When SNMP is running on a network, it constantly pro-
vides updates on the status of the devices it is running on. SNMP can also be used to interrogate 
any device it is running on to provide detailed information about the device. This is very useful 
from a network management and support point of view because it makes it easier to monitor the 
network and see what is going on with the network and network devices at any given time. 

The ability to monitor network devices that SNMP provides is very useful; however, it also cre-
ates a security risk for the network running it on the network’s devices. If network managers 
can get all the useful information described in the previous paragraph by using SNMP, so can 
hackers. Common practice in the industry is to keep SNMP turned off on the network unless 
there is a specific need to run SNMP. Once that need has passed, SNMP is again turned off.

Two additional version of SNMP have been introduced. These two versions of SNMP are 
SNMPv2 and SNMPv3. SNMP was first introduced in 1988 with RFCs 1065 – 1067. 
SNMPv2 was introduced in 1993 with RFCs 1441 – 1452. Finally, SNMPv3 was introduced 
in 2002 with RFCs 3411-3418.

SNMPv2 added some security capabilities to SNMP as well as a few management enhance-
ments. SNMPv3 primarily enhanced security for SNMP, including some encryption capabili-
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ties. That said, SNMP can still be exploited by hackers and so should only be run on a net-
work when it is needed, not at all times.

Connectivity Software

Connectivity software is software that is used to connect to a network or other computer 
either remotely or locally. For example, a VPN client is considered connectivity software for 
remotely connecting to a network across the Internet. Alternately, VNC is also considered 
connectivity software. The difference is that VNC is normally used to connect to a server or 
other host on a local network instead of remotely across the Internet.

CONNECTIVITY MONITORING SOFTWARE
A variation of connectivity software is connectivity monitoring software. This type of soft-
ware has been designed to monitor network connections. Connectivity monitoring software is 
very important for network monitoring because it is able to keep track of what computers are 
connecting to the network, what ports those computers are using, what protocols those com-
puters are using, and what other computers they are connecting to. This type of monitoring 
allows you to develop a good bird’s-eye view of what is happening on a network at any given 
time. This type of monitoring is also usually able to create a graphical representation of the 
network connections that are active on the computer or network being monitored.

There are two very good programs available for network connectivity monitoring and both are 
open source—The Dude and nmap—both of which can be obtained from www.filehippo.
com. Figure 11-5 shows how a local computer is connected topographically to a network.

Figure 11-5

nmap Zenmap of a local com-
puter connected to a network

CERTIFICATION READY
What is connectivity 
software and what role 
does it play in network 
monitoring?
4.4
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In Figure 11-5, a local computer with the IP address 192.168.0.103 is shown as well as the 
other network devices it is connected to. In this graphic, the IP address 192.168.0.101 is a 
wireless NIC on the same computer as the wired NIC with the IP address 192.168.0.103. 
The wired NIC is the central focus of this topographical network connectivity map. The 
device with the IP address 192.168.0.1 is the gateway or interface of the router the computer 
uses to get out to the Internet.

If nmap had been run with the focus being a server, router, or switch in a corporate net-
work, a much larger topographical map would have been created. The Dude is able to do 
something similar to what nmap does, but the map is a bit different. The Dude is also 
able to label devices as routers, switches, computers, and so on. As you can see from 
Figure 11-5, this type of software can be very useful for monitoring the connections being 
made on a network.

A third program that is good for monitoring a network is Nessus. Nessus is specifically 
designed to monitor a network for security vulnerabilities. Nessus versions 1 and 2 are 
open source and can be used by anyone. Nessus 3 is proprietary but is still free for per-
sonal and educational use. If you wish to use Nessus in a business network environment, 
you will have to use the older version 2 or purchase version 3. It should be noted that the 
company that owns Nessus has updated the older version 2 engine a few times since it has 
released version 3.

VULNERABILITY TESTING
Network vulnerability testing is the practice of testing a network by looking for ways that a 
network can be compromised either by accident, circumstances, or deliberate action. 
Vulnerability testing is a very important part of network management because it bears direct-
ly on being able to protect the network from outside threats. The best way to protect a net-
work from outside threats is to identify those threats before somebody from outside the net-
work does. Once vulnerabilities are identified, then steps should be taken to remedy or cor-
rect those vulnerabilities. 

Vulnerability testing is not limited to simply finding weaknesses in a network and remedying 
those weaknesses ahead of time. Vulnerability testing can also be used after a network has 
been compromised as a way to track down and demonstrate how the breach took place in the 
first place. You want to do this so that you can find a way to fix the vulnerability revealed by 
the security breach so that the same vulnerability cannot be exploited again either by the same 
attacker or a different one. 

Vulnerability testing is sometimes referred to as penetration testing. However, when vulnera-
bility testing is described as penetration testing it is primarily targeted at determining what 
types of hacker threats exist for a network. The term vulnerability testing takes into account a 
wider range of possible threats than just hackers. When vulnerability testing is discussed issues 
of policy, user habits, environmental factors, and even weather conditions common to where 
the network is located are taken into account. Penetration testing is primarily concerned with 
the specific threat of malicious attacks.

While nmap and Nessus were discussed above as network management and connectivity 
monitoring software, both of these tools can also be used for network vulnerability testing. 
Both these tools can be used as vulnerability testing tools because they allow the network 
administrator to identify the specific device a particular packet came from. These software 
tools can also identify different devices on a network and what kind of traffic is coming from 
and going to them. This is another useful ability to have when doing vulnerability testing. 
Finally nmap in particular can be used in conjunction with other tools such as Metasploit to 
launch specific attacks against a network and then be used to monitor how the network 
response to the attack. The ability to launch an attack and then monitor how the network 
responds to it is essential to vulnerability testing.

CERTIFICATION READY
What two network 
management and 
connectivity monitoring 
software tools can also 
be used for network 
vulnerability testing?
5.6
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Load Testing

Another useful tool for monitoring a network is load testing. Load testing is the act of delib-
erately putting greater than normal demands on a network or the devices in a network to see 
how they will behave. The purpose of this is to see how far the network or devices can be 
pushed before they begin to produce errors. This can tell network administrators what the 
true capacity of their network or the devices in it are rather than making assumptions about 
that point. Once the capacity of the network or devices has been empirically tested to iden-
tify their true “breaking point,” that point becomes the point that the network is said to be at 
100 percent capacity. Everything else on the network is scaled from this point.

A variation on load testing is stress testing. The goal of stress testing is to deliberately load 
networks or devices beyond the point where they can function properly in order to see what 
will happen. Stress testing is done so that administrators will know what it looks like when a 
network or the devices on that network are stressed beyond the breaking point. The way a 
network or devices can get stressed to this point is usually by malicious intent. When network 
administrators see the symptoms they have identified as an overstressed network, they will 
know what it looks like and have a better idea of where to look to stop it.

Throughput Testers

As the name implies, throughput testers are programs that are designed to test the actual 
throughput of a network. If you remember from previous lessons, throughput is the amount of 
data that can pass through a communications medium in a specific amount of time. The purpose 
of a throughput-testing software is to determine what the exact throughput is at any given time.

Good examples of a throughput tester that many people may be familiar with are the differ-
ent speed tests that can be found on the Internet. While Internet speed tests are only designed 
to test the speed of your Internet connection, they are still testing the throughput of your 
internet provider. A good example of an Internet speed test can be found at www.speedtest.
net. This URL has been up for a very long time. In fact this URL has been up since the 
1990s, although it has undergone a number of revisions over the years, and so is probably a 
reliable place to go for testing the throughput of your Internet provider.

The main difference between an Internet speed test and a network throughput tester is that a 
network throughput tester is testing the throughput of a private network, rather than a public 
one. Because a private network is the object of a network throughput test, the results reported 
should be consistent at all times. If they are not, then the inconsistent results could be an 
indicator of a problem with the network. With an Internet speed test, the result can vary 
depending on how far you are from the test location, what type of Internet connection you 
have, which browser you are using, and any number of other variables.

Logs

In networking, logs are data files that are created by different programs to keep a record of what 
the program has done, what that program has evaluated, or what events related to that program 
have happened inside the computer. There are literally dozens of logs kept by a computer in the 
normal course of its daily use. If the computer happens to be a server, then there may be even 
more logs kept on it. In this section of Lesson 11, we look at a couple classes of logs.

SYSTEM LOGS
System logs are data files that are kept by the operating system or components of the operat-
ing system. System logs record information about system changes, device changes, system 
events, driver changes, and other similar types of information. What system logs record is 

CERTIFICATION READY
What are logs and what 
role do they play in 
network monitoring? 
What are some examples 
of different types of logs 
that can help in network 
monitoring? What types 
of information does each 
different type of log 
record?
4.4

CERTIFICATION READY
What is load testing 
and how does it help in 
network monitoring?
4.4

CERTIFICATION READY
What are throughput 
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monitoring?
4.4
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generally predetermined by the operating system or its components and that is something on 
which end users are not likely to have much input.

HISTORY LOGS
History logs are an ongoing record of the activity in a specific device or on the network. 
History logs are generally used as a reference that allows you to go back and examine past 
activities on the device or network in question. History logs are usually designed to record 
events for a set amount of time and then they roll over from the top again. In other words, if 
a history log was set to record events for a week, then every seven days the history log would 
start recording information at the top again and overwrite the previous week’s information as 
it went. The result is that the history log would have a record of everything it was set to 
record for a week back from the current point in time.

EVENT LOGS
Event logs are data files that contain information about events that have happened in an 
operating system, application, or other software components. An event occurs when a soft-
ware program requires a specific action. If a software program requires that a database be 
accessed, then accessing the database becomes an event that gets recorded in the event log. If 
a person wishes to access a specific resource on a network, then the command requesting that 
specific resource becomes another event. Depending on the software being used and the 
events that are considered important, event logs can be customized to provide a record of any 
events a network administrator may want to know about.

EVENT VIEWER
Event Viewer is an application or component that is found on all current versions of 
Windows that allows you to see all event logs on a local computer. Figure 11-6 shows the 
Event Viewer found on Windows 7.

Figure 11-6

Windows 7 Event Viewer

Event Viewer contains three main event logs. These main event logs are the Application Log, 
the Security Log, and the System Log. Windows 7 has added the Setup Log and the 
Forwarded Events log to this list. Windows 7 also gives you the option of activating some 
other logs that earlier versions of Event Viewer did not have.
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■ Network Optimization

THE BOTTOM LINE 

In this section of Lesson 11, we look at why network optimization is important as well as 
how companies decide to go about optimizing their networks. Additionally we also look 
at some issues and technologies that can have an impact on network optimization. Finally, 
this section of Lesson 11 also spends some time looking at the technologies that can be 
used to optimize a network.

Network optimization is basically striking a balance between network performance and net-
work cost. How you do that and where that balance exists exactly is determined by what your 
network’s main purpose is and what aspects of your network your company values the most. 
The following sections of this lesson deal with various aspects of network optimization.

Reasons for Network Optimization

The reasons a company would wish to optimize its network are as diverse as the companies 
themselves. Different companies place different demands on their networks. What one com-
pany may consider a benefit to their network, another company may consider a liability. In 
this way, the purpose of the network and what the company considers valuable in its network 
becomes the guiding force behind how much a company is willing to spend, the technologies 
it is willing to use, and the reasons it chooses to employ network optimization.

To illustrate this point, consider a company where the main purpose of the network is to trans-
fer large amounts of data around between computers (e.g., a movie company that uses lots of 
computer-generated content). A company like that would need to transfer large amounts of data 
quickly and efficiently over the network and would place a very high value on being able to 
transfer multi-gigabyte files quickly between computers on the network. This value would then 
be the motivating and guiding force behind how much money the company would be willing to 
spend and what technologies they would want to accomplish this. This company would focus 
on the high-speed transfer of data across their network and would want to optimize it so that 
the most efficient use of the available bandwidth was made in order to maximize their actual 
throughput.

Alternatively, let’s consider a company that works with top-secret technologies. That company 
would be most concerned with security instead of speed of transmission. This type of com-
pany would be willing to take a hit in speed performance if it meant the data flowing across 
their networks was more secure and harder to steal. Again we see that the purpose of the 
 network and the goals of the company impact how much a company is willing to spend and 
what technologies they are willing to use to optimize their network. This company would 
focus on the secure transfer of data across their network rather than how fast it was trans-
ferred. This company would also be willing to use a lot more of their network’s overhead for 
security purposes such as encryption and authentication, which would slow down the actual 
throughput of the network more than the previously mentioned movie company would.

While all companies have different reasons for optimizing their networks, there are some 
issues that a company will always have to consider when they do this. We discuss a few of 
those considerations next.

The Application Log records events that applications have initiated on the local computer. The 
Security Log records events that have been flagged by either the system or the end users as 
events that need to be audited for security reasons on the local computer. Finally, the System 
Log records events that are initiated by the local computer’s operating system. More information 
about Windows Event Viewer is discussed when we use it in one of the labs for this lesson.

CERTIFICATION READY
What is network 
optimization and why is 
it needed in networking?
4.6
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LATENCY SENSITIVITY
To understand latency sensitivity, the first thing we have to do is define latency. In the net-
work sense, latency is the time it takes a packet of data to move from one designated location 
on the network to another. Often the time a packet takes to go to a specific network location 
and return is considered the latency value of the network. Latency is an inevitable part of 
 network technologies. There really is nothing that can be done to prevent latency; however, 
latency can be minimized, which is one of the ways that networks are optimized.

Some of the causes of network latency are propagation, media, transmission, processing, and 
storage delays. Propagation is simply the amount of time it takes a packet to travel to its 
 destination. The absolute fastest a packet can travel is the speed of light.

However, not all media are able to propagate at the speed of light. This is where the second cause 
of latency comes in. The media is what is used to transmit the data packets. Some examples of 
different media would be copper wire, fiber-optic cable, radio waves, and so on. Different media 
have maximum propagation rates based on the properties of the media itself. For example, fiber-
optic cable is able to propagate faster than copper, and copper is able to propagate faster than 
sound. Depending on what your media is will change and thereby  contribute to or limit latency.

Another contributing factor to network latency is transmission, which is a combination of 
the limitations of the media being used and the size of the data packet being sent. The larger 
a data packet, the longer it will take to move from one point on the network to the other. 
Larger packets increase latency because it takes longer for a larger packet to be received and 
then returned than it does a smaller packet.

Processing time also contributes to latency. Processing is basically what happens every time a 
packet hits a switch, router, gateway, or other network appliance. What type of network device a 
packet has to pass through determines how much time is required to process the packet. When 
a packet hits a networking device, the device has to analyze the packet in order to determine 
what to do with it. A switch has to deconstruct the packet enough to determine which port to 
send it to on the switch. A router has to deconstruct a packet enough to determine which path 
it needs to take to reach its destination and changes its MAC addresses accordingly. Processing 
is taking place every time a packet has to be deconstructed or otherwise evaluated in any way 
before it is passed on. Furthermore, many devices have to add information into the header of a 
packet every time it passes through a new device. This may be as simple as removing one tick 
from the packet’s time to live to actually changing MAC addressing, and many other changes. 
These changes are also part of processing. The more processing the packet has to go though, the 
longer it will take to reach its destination and therefore the greater that packet’s latency.

Finally, not all packets have to go through storage delays, but some do. A storage delay is where a 
packet has to be temporarily stored before it can be passed on. This may be because it has to stay 
in a buffer or queue while waiting for other packets to be processed, or it could be that an appli-
cation requires a packet to be stored until the entire message is assembled before passing it on. It 
could simply mean that a particular device such as an e-mail server has to store messages for a 
certain amount of time or until a certain number of messages have built up before it can forward 
them. There are many reasons that a packet may have to be stored before it can be passed on. 
Whatever the reason for the storage delay, it does contribute to the overall latency of a packet. 
Also the type of storage medium used can also contribute to storage delays. Hard drives are 
slower than RAM, static, or flash memory, so packets that have to be stored in hard drives will 
have a longer latency than the same packet being stored in some other type of storage medium.

Now that we have talked about latency, what it is, and what some of its causes are, we can look 
at latency sensitivity. Latency sensitivity has to do with how well a program or network device 
can handle latency. Some devices and/or technologies can only tolerate very low levels of latency 
before they get out of synchronization with the network and start to fail. Other types of devices 
and/or technologies are very lenient in regards to latency and can tolerate high levels of latency 
and still stay synchronized with the network. As a general rule, the faster data can be moved 
over a network, the less tolerant of latency the components of the network in question are. Put 
another way, the faster a network technology is, the more sensitive to latency that technology is.

CERTIFICATION READY
What is latency 
sensitivity? Why does it 
contribute to the need for 
network opitimization?
4.6
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This is something that is very important to take into consideration when optimizing a net-
work. First off, you need to be sure that you do not combine high latency-sensitive technolo-
gies with low latency-sensitive technologies. If you do, inevitably the low-sensitivity devices 
will bring down the high-sensitivity devices. The type of technology you are using should also 
be kept in mind when you are tuning your network. If you tune your network to tolerate 
high levels of latency but the devices on your network can only tolerate low levels of latency, 
you have built a failure point directly into your network. Be aware of the types of devices you 
have on your network and optimize it accordingly in the area of latency sensitivity to main-
tain a smooth-functioning and reliable network.

HIGH BANDWIDTH APPLICATIONS
High bandwidth applications are those network applications that require a lot of bandwidth 
to function. In other words, to use them requires network capacity. Some examples of high 
bandwidth applications are video streaming, videoconferencing, Voice over Internet Protocol 
(VoIP), and bit torrents. We discuss both VoIP and video applications later in this lesson.

When you are optimizing your network to get the most use out of it, you need to take into 
account any high bandwidth applications that are used on the network and consider how 
often those types of applications are being used. If you only do a couple of videoconferences a 
month using WebEx or some other application, then even though videoconferencing is a high 
bandwidth application, it is not a major strain on your network resources and is not a very 
significant consideration when optimizing your network. However, if videoconferencing is a 
major component of your daily network usage, videoconferencing becomes a very major con-
sideration in network optimization.

One of the best ways to accommodate high bandwidth applications on a network is to set 
aside bandwidth specifically for those applications. One way to set aside network capacity is 
to create a VLAN that is specifically intended for a particular high bandwidth application, say 
VoIP. In this example, you can set things up so that only those devices that use VoIP, such as 
VoIP telephones, are able to access the VoIP VLAN. Another way to do this is with routers 
and traffic shapers. However, this topic is discussed in more detail later in this lesson.

Voice over Internet Protocol (VoIP)
Voice over Internet Protocol (VoIP) is a group of protocols and standards that allow voice 
communications and multimedia sessions over packet-switched networks using the IP proto-
col. VoIP is considered a high bandwidth application, and so when optimizing a network that 
uses VoIP, this is something you need to keep in mind.

VoIP is used in several different ways. Internet phone services are actually VoIP applications. 
Phone services provided by Internet service providers that are not traditional phone compa-
nies also use VoIP. Initially VoIP was just for voice communications; however, over time VoIP 
grew and included some multimedia capabilities to assist in videoconferencing.

Many companies have started using VoIP in their corporate phone systems because using tra-
ditional phone systems require two separate networks that need to be maintained and sup-
ported. With traditional phone systems, you have a phone switch that has dedicated wiring 
that connects it to all the phones within a company that is totally independent of the data 
network. This creates a parallel switching and wiring infrastructure for voice communications. 
However, if a company switches to VoIP, they are able to run the phone system and the data 
network over the same infrastructure because VoIP uses the IP protocol just like other TCP/
IP based protocols and systems do, which allows companies to eliminate the parallel infra-
structure mentioned earlier.

While this is all good, it does result in some challenges with the data network. The biggest 
challenge is that you now have two different communications networks—one data and the 
other voice—trying to use the same infrastructure. This places much higher demands on the 
network, which has the potential of allowing one to bring down the other if steps are not 
taken to prevent this. This is how it can become an issue for network optimization.

CERTIFICATION READY
What are high bandwidth 
applications? What are 
some examples of high 
bandwidth applications? 
What role does a high 
bandwidth application 
play in the need to 
optimize a network?
4.6
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An example of one of these communications networks bringing down the other occurred dur-
ing the 911 attacks at one organization the author knows about. At that time, the organiza-
tion had both VoIP and their data communications network running on the same infrastruc-
ture, but no attempt was made to keep the two separate. Unfortunately, the organization had 
many people attempting to access the Internet that day trying to find out what happened. 
Eventually, so much bandwidth was going to the Internet that the organization’s VoIP was 
being overwhelmed and getting voice calls out or in was problematic and sometimes not even 
possible. This prompted some changes in how the organization configured their network. 
They ended up setting aside a part of the total bandwidth of the network just for VoIP com-
munications and isolated that portion from the data network so a similar problem would not 
happen again. This meant that as far as the data side of the network was concerned, it only 
had a certain amount of total bandwidth available to it and it could not use the bandwidth 
set aside for VoIP at all. Of course, the same was also true for VoIP.

This kind of solution to a VoIP problem is a good example of network optimization. In this 
case, an existing network was optimized to allow both VoIP and regular data communications 
while ensuring that both had a minimal amount of bandwidth available and that neither was 
allowed to bring down the other.

Video applications
Network video applications use conventional data communications technologies and networks 
to carry video over IP. Network video applications can be used in almost limitless ways. However, 
they primarily fall into just a few categories—surveillance, communications, and edutainment.

The first category of network video applications is surveillance. Network video surveillance 
applications use cameras to record what is happening in a specific area and transmit the image 
to a central server location. These applications are considered network video applications 
because they transmit their recorded images over a standard LAN connection. Each camera in a 
setup like this would have its own LAN connection back to the server. There are also network 
video surveillance systems that can transmit across WAN connections or even the Internet.

Communications is another category of network video applications. Network video 
 communications applications are used for communications purposes. The most obvious of 
these is videoconferencing. However, video seminars, remote collaboration, video classrooms, 
and so on also fit under this category. Applications in this category use video cameras as a 
component of a communications system. These systems also require that sound be present as 
well, something video surveillance does not require. Because both video and sound are 
included in these types of applications, they are considered high bandwidth applications.

The final category is edutainment. Edutainment applications are intended to entertain and/
or educate the people who are using them. Some examples of edutainment would be watch-
ing streaming movies or videos, viewing and interacting with multimedia presentations, and 
playing multimedia games that teach you about a certain topic or for fun. Because animated 
graphics, videos, and high-quality sound are usually a part of applications that fit into this 
category, they are gain considered high bandwidth applications.

Any of these different types of network video applications that you are using on your network 
should be taken into account when optimizing your network. Just like with any other type of 
network optimization, how many of these applications, which kinds of these applications, and 
how often these applications are running on your network should all be taken into consideration.

Of these three, video surveillance actually takes the least amount of network bandwidth when 
used on a regular basis because the video being captured generally has a very low frame rate 
and does not capture sound. Edutainment applications actually have high bandwidth require-
ments when used on a regular basis because of all the different types of data being used at the 
same time. Network video communications applications are somewhere in the middle in their 
requirements. You should keep all of this in mind when considering how to optimize net-
works using these types of high bandwidth video applications.
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CERTIFICATION READY
What is uptime and 
how does it contribute 
to the need for network 
optimization?
4.6

Unified communications
Unified communications is the idea of having multiple communications technologies using the 
same network and/or interface. Perhaps the best current example of a unified communications 
device would be a smart phone. These devices are able to use video communications, text com-
munications, and voice communications all on the same platform. To go even further, smart 
phones are able to use all these different types of communications on the same cellular network.

In the networking world unified communications takes the form of using various types of 
communications on the same network. Both the previously mentioned VoIP and video com-
munications are examples of this. With the Internet becoming more and more important to 
our lives, it becomes necessary to be able to leverage all the various communications technolo-
gies available with the Internet on the local and enterprise networks.

The biggest drawback and challenge to unified communications is the very large amounts of band-
width needed to use these various communications forms on the same network. This problem 
does not manifest itself when only a small number of unified communications devices are using 
the network. If it did, we would not be able to use these technologies in our homes. This problem 
manifest itself when hundreds or even thousands of devices are attempting to use these unified 
communications devices in a single network. This is the situation that corporate networks have to 
face. Even though a corporate LAN may be able to run at 1000 megabits per second, when there 
are hundreds or even thousands of devices on that LAN attempting to use unified communica-
tions, the available 1000 megabit throughput is used up very quickly. This problem is made even 
larger when a corporation is attempting to use unified communications over an Enterprise WAN. 
One of the purposes of network management is to leverage the available bandwidth in a given net-
work so as to optimize that network for the demands that unified communications place on it.

UPTIME
Uptime is the measure of how long a network and/or the devices on it have been up without 
having any outages or being shut down. The goal is to achieve 100 percent uptime; however, 
this is not a realistic expectation. Networks and devices have to shut down for maintenance, 
upgrades, updates, and many other things. Given this fact, the goal is to have the network 
and/or devices on a network down for the absolute minimal amount of time possible or to 
have the least amount of downtime possible. Downtime is the amount of time a network 
and/or network device is not functioning.

Maximizing uptime and minimizing downtime are very important parts of network optimiza-
tion. Even when you know you will need to have a maintenance window that requires you to 
bring down the network, you need to minimize the amount of time the network will be 
down. A maintenance window is a time slot that is prescheduled to do work on a network or 
component of a network for a specific reason. You do not schedule a maintenance window 
without a plan stating what you are going to do and why. If you find additional work that 
needs to be done over the course of a maintenance window, you make note of it and schedule 
a new maintenance window to take care of it. You do not try to fix it while working on the 
original objective of the maintenance window. If you find you cannot complete the scheduled 
work in a maintenance window without first fixing the newly discovered problem, you call a 
halt to what you are doing, put anything back to its original state that needs to be put back, 
and schedule a new maintenance window with a new plan. You do things this way because 
the goal is to keep your downtime very low while keeping your network in a functional state.

You can minimize the downtime required by a maintenance window in several different ways, 
usually in combination with each other. One, make sure that you first do everything possible 
related to the maintenance window that does not require bringing down the network. Only 
after you have done everything you can without bringing down the network do you bring it 
down to accomplish the scheduled maintenance tasks. Two, make sure that everything you 
need to do during the downtime is setup and organized ahead of time. Only after you are 
positive you have everything you will need and have organized it in the most efficient manner 
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to do the job should you actually bring down the network. Many IT departments, where the 
absolute minimum downtime necessary is given a very high value, will actually rehearse the 
entire operation before doing it. They will rehearse the operation until everyone can do his or 
her job flawlessly in the smallest amount of time possible. Only after they have done that, will 
they actually bring down the network to implement the maintenance window. Even IT 
departments that do not go to the extreme of rehearsing the operation generally make sure 
that all involved employees clearly understand their jobs before the network is brought down.

Another aspect of maximizing uptime and minimizing downtime is related to how a network is 
designed. To optimize a network in this manner, you can design it from the start with a lot of 
redundancy in either the whole network or in critical parts of the network. Redundancy is the 
ability to have standby components online and running so that if a main component goes down, 
the redundant component will be able to pick up the load seamlessly. This redundancy allows 
you to bring down a redundant system and work on it. After you have done this, you can shift 
the load from the main system over to the redundant system and work on the main system. This 
lets you update or upgrade a network or a portion of the network without ever bringing it down. 
Once you are done with whatever you need to do, you can shift back to the main system.

A final area to consider when optimizing a network for maximum uptime is compartmental-
ization of the network. Compartmentalization means the network is designed in such a way 
that if one section of a network is brought down, the other sections of the network will not 
be directly affected. In this way, you can minimize downtime by limiting it to a subsection of 
the network instead of having it affect the entire network.

Methods to Achieve Network Optimization

There are several methods used to achieve network optimization. We discuss a few of those 
methods—quality of service (QoS), traffic shaping, high availability, caching engines, and 
fault tolerance—next.

QUALITY OF SERVICE (QOS)
In sales and service, quality of service (QoS) refers to how well the employees did their jobs; 
however, in networking, quality of service (QoS) means something else entirely. In network-
ing, QoS refers to the network mechanisms that allow a network to reserve resources and con-
trol how those resources are distributed. QoS allows network administrators to allocate priori-
ties to different applications, users, and general data flow. This permits network administra-
tors to guarantee specific levels of performance in the network’s data flow.

QoS tools can be used to minimize:

• Bit rates: This means that the network administrator can guarantee that data will not 
flow over the network below a preset minimum.

• Delays: We have already discussed some of the things that contribute to delays or 
latency on a network. Using QoS tools, network administrators can minimize these 
delays to a certain extent.

• Jitters: Jitters are a specific kind of network delay that results from packets leaving the 
same source but not arriving at the same destination in the same amount of time. The 
difference in the amount of time that two packets take to reach the same destination is 
called sometimes called jitter.

• Packet drop probablities: This reduces the chance that a packet will be dropped. It is 
unavoidable that some packets will be dropped while they are moving across a network. 
This can happen for any number of reasons. The goal of QoS is to make sure that this 
happens to the smallest number of packets possible.

• Bit errors: These occur when bits in a particular packet or frame, but not the entire 
packet, are lost. Some QoS tools are designed to catch dropped bits and correct them 
before they cause the data in a packet to be lost.

CERTIFICATION READY
What is QoS and how 
does it help in optimizing 
a network?
4.6 & 2.1
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TRAFFIC SHAPING
Traffic shaping, also known as packet shaping, is a tool for network optimization. Traffic 
shaping is similar to QoS except that it controls and prioritizes traffic based on what type 
of packet is being passed through the network. The purpose of traffic shaping is to guaran-
tee performance, improve latency, and/or increase bandwidth for certain types of packets.

Traffic shaping does not increase the actual bandwidth on the network; instead, it increases 
the usable bandwidth for certain types of packets by reducing bandwidth for others. By prior-
itizing packets, traffic shaping is able to ensure that certain types of packets get through the 
network more quickly than other types. Traffic shaping is able to guarantee performance using 
similar methods. By giving higher priority to specific types of packets or protocols, traffic 
shaping is able to guarantee a certain level of performance on the network for those specified 
types of packets. This also improves latency by giving smaller packets with less latency priority 
over larger packets with greater latency.

LOAD BALANCING
Load balancing is a network management technique that is intended to minimize the impact of 
high traffic on network. Load balancing is done by spreading out the traffic on a network evenly 
among multiple servers, routers, switches etc. In order for load balancing to work, all the devices 
doing the load balancing must be connected to the network the same way and have access to the 
same resources. There also needs to be a software component to control the routes data packets on 
the network takes so that the data traffic can be evenly distributed among the balanced devices.

CARP
CARP stands for Common Address Redundancy Protocol. CARP allows multiple devices in a 
common pool to use the same IP address. For a group of devices to use CARP they have to 
be on the same segment of a network. When devices are setup like this, they are called a 
redundancy group. One of the devices in the redundancy group is designated the master 
device and all the other devices in the group are designated as backup devices. The master 
device holds shared IP address and is the device responsible for responding to the IP address 
on the network. CARP is used in some instances to carry out load balancing.

HIGH AVAILABILITY
High availability is not a tool so much as a goal or a concept in network optimization. 
Cisco, which has a high availability campaign, describes it best. According to Cisco, high 
availability refers to the ability to keep a network up and running reliably with the least 
amount of downtime. This high availability is achieved by building large amounts of redun-
dancy into network devices and the design of the network itself.

You build high redundancy into network devices by setting up a high level of fault tolerance. 
This means the device is designed in such a way that it has multiple redundant systems so if 
something goes wrong, there are backup components to take up the slack. In a high availabil-
ity network, this same idea is carried over to having multiple backup components in the net-
work as well. If a server, switch, or other device goes down, there is an alternate server, switch, 
or other device to take up the slack.

Another way to build high availability into a network is to have alternate routes or paths to 
every major location or segment on the network. This means a network should always have at 
least two viable but independent paths to each major location or segment on the network. If 
one path goes down, an alternate path is available to take up the slack. An example of this 
would be a WAN  connection between two sites, such as Atlanta and Orlando. At these two 
WAN sites, a main  connection between the two locations would exist and act as the primary 
means to communicate between these sites. However, both locations would also have a sec-
ondary link between them that is slower and/or only comes up when the main link goes 
down to reduce cost through an alternate service provider. In the event that something hap-

CERTIFICATION READY
What is traffic shaping 
and how does it help in 
optimizing a network?
4.6

CERTIFICATION READY
What is high availability 
and how does it help in 
optimizing a network?
4.6
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pens to the main link, network operations would automatically fall over to the secondary link, 
thus preserving the availability of the network.

CACHING ENGINES
Caching engines are actually only one component of an entire network optimization system. 
The entire system is called a network caching system. Anytime a host asks for content from a 
web server, off the Internet, or sometimes a database server, the network caching system goes 
to a caching server to see if a copy of the requested information can be found there before 
going to the requested source.

This caching system has two main components. It has a caching server and a caching engine. 
The caching server stores a copy of any content that is requested from the content source 
and holds it for a set amount of time. The caching engine determines what content to send 
to the server and also checks the server for a copy or requested content before going to the 
original source if a copy of the content is not there.

A network caching system optimizes a network’s performance by retrieving data locally 
without having to go elsewhere to find it. This optimizes performance because it takes less 
time to retrieve data from a local source than it does from a non-local source. In a network 
where one or more caching engines are in use, the routers are programmed to route 
requests from non-local data through the caching engine in case the caching engine already 
has a local copy of the requested information. If the caching engine does not, it then 
becomes the caching engine’s responsibility to retrieve if from whichever non-local sources 
it needs to.

Another part of the caching engine’s job is to determine what data should be stored locally in 
a cache server and what data should not be. One way a caching engine is able to do this is by 
keeping track of what data is commonly asked for and what data is not. Commonly asked for 
data is stored in the cache server, while data that is not commonly requested is not stored 
after it is retrieved from the non-local source. Some caching engines are also able to make pre-
dictions about what may be asked for next and retrieve that data before it is asked for, which 
also speeds up a network’s performance.

One thing to keep in mind is that caching engines and cache servers are not necessarily differ-
ent devices. It is quite common for the caching engine and the caching server to be the same 
device, in which case the whole thing is referred to as a caching engine. Cisco makes a whole 
line of devices just like this. Figure 11-7 illustrates how a caching engine works.

In Figure 11-7, Computer 3 wants access to some specific content on the Internet so it sends 
the request to Router 1 which is Computer 3’s Internet gateway (step 1). Router 1 sees the 
packet from Computer 3 and determines that Computer 3 wants to access the Internet. 
Router 1 redirects that request from the Internet to the caching engine (step 2). The caching 
engine evaluates the request from Computer 3 to determine what content it is looking for 
from the Internet. The caching engine then checks the Internet content stored in its caching 
server to determine if the content Computer 3 is seeking is located there (step 3). If the con-
tent that Computer 3 is seeking is found in the caching server, then the caching engine 
retrieves the content and sends it back to Computer 3 (step 4). If the content Computer 3 is 
looking for is not found in the caching server, then the caching engine returns the request to 
Router 1 where the request is then sent out to the Internet in the normal manner (step 5).

FAULT TOLERANCE
Fault tolerance is something that has already been addressed in quite some detail in this sec-
tion of Lesson 11. In fact, many of the things we have discussed to build redundancy into the 
network are exactly the same things we would do to build fault tolerance into a network. In 
terms of networking, fault tolerance is the ability of a network to have a portion of the net-
work fail but to still continue to work at some level of functionality. The level of functionality 
you want the network to work at is the level of fault tolerance you build into it. In a very real 
way, you could say that fault tolerance is the reason redundancy is built into a system. In 
other words, the goal of redundancy is fault tolerance.

CERTIFICATION READY
What are caching 
engines? What role do 
they play in network 
optimization?
4.6

CERTIFICATION READY
How does fault tolerance 
contribute to network 
optimization?
4.6
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The level of fault tolerance you build into your network depends on how much money you 
are willing to spend and how important fault tolerance is to you. If your organization has a 
high need for fault tolerance, then your organization will spend very large amounts of money 
to ensure that the network can provide the amount of fault tolerance needed. There is a say-
ing that goes something like this, “If you are willing to spend enough money, then you can 
make a network that can withstand anything.” This is a true statement; you can make a net-
work that can withstand even a nuclear blast if you want to spend the money. The problem is 
that to withstand that nuclear blast would cost so much that nobody but the military could 
or would be willing to spend the money to do so.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• What network management is.
• Why network management is important.
• What some considerations are when managing a network.
• What documentation is and why it is needed.
• What baselines are.
• How to create and use baselines.
• The difference between a logical network diagram and a physical network diagram.
• The difference between policies and procedures and regulations.
• What network configurations are and why they are needed.
• The importance of keeping network documentation up to date.
• What is involved in creating network management policies and procedures.
• What network monitoring is and why it is important.
• What some of the different tools used for network monitoring are and how they are used.
• The importance of logs and the Event Viewer tool for viewing logs.
• What network optimization is.
• Reasons for network optimization.
• Some applications that benefit from network optimization.
• Some methods of network optimization.

Figure 11-7

How a caching engine works
Computer 3 wants to retrieve specific content from the Internet,
so it sends a request to the Router 1 to gain access to the Internet.

Router 1 sees that Computer 3 wants to access content off the Internet
and redirects the request to the Caching Engine.

The Caching Engine review the request from Computer 3 to determine
if the information Computer 3 requested is stored in its cache.

If the Caching Engine finds the information Computer 3 requested in
cache it replies back to Computer 3 with the requested information.

If the information has not been cached by the Caching Engine it sends
the request back to Router 1 so that Router 1 query the Internet for the
required information.

Computer 3Computer 2Computer 1

Internet

Router 1

Switch 1
Caching
Engine

1

1

2

53

4

2

3

4
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Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. ______________________ and ______________________ are the two types of net-
work diagrams.

 2. A ______________________ is a description of how a network device or host is set up.

 3. ______________________ are imposed on a company or organization and are 
required to be followed so the company or organization does not lose its ability to 
do business.

 4. When a network administrator keeps track of how different portions of a network are 
running it is called ________________________________.

 5. A snapshot of a particular instant in time of how a network is functioning that is used 
later as a comparison base is called a _____________________.

 6. The act of deliberately placing a network system under stress to see how it reacts is called 
__________________________.

 7. Text files that are used to make a record of different actions or events that take place dur-
ing the regular operation of a network are called ______________________.

 8. _______________________________ is striking a balance between network perfor-
mance and network cost.

 9. ___________________ is the act of building backup components and systems into a network 
so that when a component or system fails the backup component or system can take over.

 10. The main goal of building redundancy into a system is ________________.

 11. A protocol that allows multiple devices in a common pool to use the same IP address is 
called ______________________________.

 12. The process of making sure that all the cabling in a network is properly organized and 
documented is called _____________________________.

Multiple Choice

Circle the letter corresponding to the correct answer.

 1. A diagram that shows the physical location of workstations and other network compo-
nents is called a _________________________.
a. Baseline
b. Wiring schematics
c. Logical network diagram
d. Physical network diagram

 2. A diagram that shows how a network functions but does not necessarily show how it 
looks physically is called a ______________________.
a. Physical network diagram
b. Logical network diagram
c. Wiring schematics
d. Configuration

 3. What are the three main types of logs found in a computer? (Choose all that apply.)
a. Authentication log
b. System log
c. History log
d. Event log

■ Knowledge Assessment
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 4. In Event Viewer, which log is used to record events that are flagged for auditing by either 
the system or a network administrator.
a. Application log
b. Security log
c. System log
d. Setup log

 5. In Event Viewer, which log is used to record events that are initiated by software applications.
a. Application log
b. Security log
c. System log
d. Setup log

 6. In Event Viewer, which log is used to record actions that are taken by the operating system.
a. Application log
b. Security log
c. System log
d. Setup log

 7. Two applications that are considered high bandwidth applications are 
___________________ and __________________. (Choose two.)
a. VoIP
b. E-mail
c. Event logging
d. Video applications

 8. Which of the following is a common network video application category? (Choose all 
that apply.)
a. Communications
b. Web design
c. Edutainment
d. Surveillance

 9. The network mechanisms that allow a network to reserve resources and control how 
those resources are distributed is called what?
a. QoS
b. Traffic shaping
c. Load balancing
d. Fault tolerance

 10. The network optimization system that allows a network to save commonly used infor-
mation from a non-local site on a device that is found locally is called what?
a. Load balancing
b. Packet shaping
c. Caching engines
d. Latency sensitivity

 11. The management technique used to minimize the impact of high network traffic on the 
network is called what? 
a. Protocol Analyzing
b. Intrusion Detection
c.  Content Filtering 
d. Load balancing

 12. A program that is good for monitoring what is happening on your network is 
_________________________. (Choose all that apply.)
a. NESSUS
b. NMAP
c. Civilization V
d. The Dude
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■ Lab 1

Using Windows 7 Performance Monitoring Software

The purpose of this lab is to familiarize students with performance monitoring software. 
When the student has finished this lab, he or she will know how to use performance monitor-
ing software in general and Windows Performance Monitor specifically.

MATERIALS
• A computer running Windows 7

• Paper

• Pen or pencil

THE LAB

Open the Windows 7 Performance Monitor

 1. Click on the Windows 7 Control Panel. (This is found under the Start Menu and over 
to the right.)

 2. When the Control Panel comes up it may be in one of two configurations. It may be in 
Category view or Icon view. By default, it will be in Category view. Go ahead and put 
Control Panel into Large Icon view since that is what we will use from now on. Lesson 
10 Lab 1 explains how to do this.

 3. Double-click on the icon labeled Performance Information and Tools. When the dialog 
box shown in Figure 11-8 comes up, it shows something called the Windows Experience Index.

Figure 11-8

Performance Information and 
Tools dialog box

Lab Exercises
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  You can score a Windows Experience Index score anywhere between 1.0 to 7.9

  Write down the Windows Experience Index Score for the computer you are using.

 4. On the left side of the screen shown in Figure 11-8, there is a list of additional options. 
Click on the Advanced Tools option (last on the list). When you do so, the Performance 
issues dialog box (shown in Figure 11-9) opens.

Figure 11-9

Performance issues dialog box

  List all the options you see in displayed in this dialog box.

 5. Click on the Open Performance Monitor option. When you do, The Performance 
Monitor utility screen shown in Figure 11-10 opens.
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Figure 11-10

Windows 7 Performance 
Monitor utility

Figure 11-11

Windows 7 Performance 
Monitor actual tool

  List the options shown in the left panel of the Performance Monitor Screen.

 6. Click on the option in the left panel labeled Performance Monitor. You should see a 
dialog box like the one in Figure 11-11.
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 7. The tool that came up in the main right panel when you clicked on this is the actual 
Performance Monitor Tool. Write down the name of the Counter or Counters that came 
up by default in this screen. This information is on the bottom of the screen where the 
legend for the graph is located.

 8. Across the top of the Performance Monitor you will see a set of icons that look like those 
in Figure 11-12. This is the Performance Monitor toolbar. Click on the plus sign.

Figure 11-12

Performance Monitor toolbar

 9. Clicking on the plus sign brings up a dialog box similar to the one shown in Figure 11-13.

Figure 11-13

Adding or Removing Counters 
dialog box

  This dialog box allows you to add or remove counters from the graph seen in the main 
portion of the screen.

 10. Each entry in this dialog box is a category for counters related to the title of the category. 
If you click on the down arrow to the right of the category name, you will see a list of 
possible counters under that category. If you scroll down, more categories appear. As you 
can see, there are a number of potential counters to examine.

 11. Place a checkmark in the Counter description check box.

If you are not sure what 
a counter does, click 
on the “Show descrip-
tion” check box in the 
lower left corner and a 
“Description” window-
pane will open. When 
you click on a counter, a 
brief description of the 
counter will show in the 
Description window-
pane. Some descriptions 
are better and more 
detailed than others.

TAKE NOTE*
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 12. Choose three counters under three different Counter Categories and write down what 
you see in the Description pane in the space provided. Be sure to include the name of the 
Counter.

  Counter 1:

  Counter 2:

  Counter 3:

 13. To add a counter to the graph, click the counter you wish to add and then click on the 
Add button on the bottom left center of the Add Counters dialog box. When you do 
this, you will get a screen that looks like Figure 11-14.

Figure 11-14

Add counters to Performance 
Monitor

 14. Click the OK button on the bottom right of the Add Counters dialog box.
  How did the graph on the Performance Monitor Tool screen change?

  Why do you think that is?
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 15. The Windows 7 Professional version of Windows Performance Monitor does not allow 
you to create a baseline. However the Servers 2008 version does. All you can do with the 
Windows 7 version of Performance Monitor is save a subset of Counters and make it 
your default setting or to make customized Counter Sets.

■ Lab 2

Using Windows Event Viewer

The purpose of this lab is to make the student familiar with Event Viewer. This lab will help 
the student learn what Event Viewer is. This lab will also help the student learn what types of 
information can be found using Event Viewer.

MATERIALS
• A computer running Windows 7

• Paper

• Pen or pencil

THE LAB

Open Windows 7 Event Viewer

 1. Go to Control Panel in Large Icon view.
 2. Double-click the Administrative Tools icon. A dialog box similar to the one shown in 

Figure 11-15 opens.

Figure 11-15

Administrative Tools dialog box
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  Write down five of the applets that can be found in this dialog box.

 3. Double-click on the applet labeled Event Viewer. It should be the fourth or fifth applet 
down the list. When you open the Event Viewer, you should see an application similar 
to the one shown in Figure 11-16.

Figure 11-16

Event Viewer opening screen

  What is shown in the middle panel?

  Write down the name of each of the four panes in the middle panel.

  Which one do you think is the most important? Why?

 4. Write down the five categories found in the Summary of Administrative Events pane.

 5. How many of each categories of events were there in the last seven days? Write it down.

 6. Expand one of the event types so that you can see the individual events recorded.
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 7. Double-click one of the events. What comes up?

 8. Is this useful information? Why or why not?

 9. Click the back arrow button in the upper left corner of the Event Viewer window to get 
back to the last location.

 10. Double-click the Windows Logs folder in the left panel. These are the Event Viewer 
Logs discussed in Lesson 11. Write down the names of the different logs listed there.

 11. Double-click the System Log. When you do, you will see a screen similar to the one 
shown in Figure 11-17.

Figure 11-17

System Log in Event Viewer 
detail screen

 12. There are three types of messages that can be displayed in the System Log.
  Figure 11-18 shows what an Informational Message looks like.

Figure 11-18

Informational Message in 
Event Viewer

 13. Notice the “i” symbol inside a circle to the left of the message. That symbol is used to 
designate that a Log Entry is informational in nature. This type of log entry gives you 
information about what is going on with the operating system but does not contain any 
information that needs to be acted on. The pane below the log entries contains more 
details about the message.
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  Figure 11-19 shows what a Critical Message looks like.

Figure 11-19

Critical Message in Event 
Viewer

 14. Again notice the symbol to the left of the message. The exclamation mark inside a circle 
is the standard symbol to designate a critical error. This error message describes a real 
problem with the operating systems and needs to be acted on. When something does not 
work on a computer, going to the Event Log and reading the Critical Errors can help 
determine the nature of a the problem and give you good clues about how to resolve the 
problem.

  Figure 11-20 shows what a Warning Message looks like.

Figure 11-20

Warning Message in Event 
Viewer  15. The exclamation point inside a triangle is the designated symbol for a warning message. 

Log entries of this type report any anomalies experienced by the operating system that 
do not have a direct impact on whether the operating system is working correctly or not. 
Messages of this type can be very useful for spotting potential problems that may come 
up down the road.

TAKE NOTE*
Both the Applications Event Log and the Setup Event Log use the same symbols as the 
System Event Log. However the Security Event Log uses two different symbols. Figure 
11-21 shows both the Audit Success (key) icon and the Audit Failure (lock) icon.

Figure 11-21

Audit Success and Failure 
Messages in Event Viewer
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E X A M  O B J E C T I V E  M A T R I X

TECHNOLOGY SKILL COVERED EXAM OBJECTIVE EXAM OBJECTIVE NUMBER

One Size Does Not Fit All

Stages of the Given a scenario, implement 1.8
Troubleshooting Process the following network
 troubleshooting methodology:
 • Identify the problem:
  • Information gathering
  • Identify symptoms
  • Question users
  • Determine if anything has changed
 • Establish a theory of probable cause
  • Question the obvious
 • Test the theory to determine cause:
  • Once theory is confirmed determine
     next steps to resolve problem.
  • If theory is not confirmed, re-establish
     new theory or escalate.
 • Establish a plan of action to resolve the
  problem and identify potential effects
 • Implement the solution or escalate
  as necessary
 • Verify full system functionality
  and if applicable implement
  preventative measures
 • Document findings, actions and outcomes

Network Tools and What Given a scenario, use appropriate 4.2
They Are Used For hardware tools to troubleshoot
 connectivity issues.
 • Cable tester
 • Cable certifier
 • Crimper
 • Butt set
 • Toner probe
 • Punch down tool
 • Protocol analyzer
 • TDR
 • OTDR
 • Multimeter
 • Environmental monitor

Network 
Troubleshooting

LESSON 12
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 Given a scenario, use appropriate 4.3
 software tools to troubleshoot
 connectivity issues.
 • Protocol analyzer
 • Throughput testers
 • Connectivity software
 • Ping
 • Tracert/traceroute
 • Dig
 • Ipconfig/ifconfig
 • Nslookup
 • Arp
 • Nbstat
 • Netstat
 • Route

Troubleshooting Actions Given a scenario, troubleshoot 2.5
 common router and switch
 problems.
 • Bad cables/improper cable types
 • Mismatched MTU/MUT black hole
 • Power failure
 • Bad modules (SFPs, GBICs)
 Given a scenario, use appropriate 4.2
 hardware tools to troubleshoot
 connectivity issues.
 • Loop back plug

Common Connectivity Given a scenario, install and 2.1
Issues configure routers and switches.
 • Interface configurations
  • Full duplex
  • Half duplex
  • Port speeds
  • IP addressing
 Given a scenario, troubleshoot 2.4
 common wireless problems.
 • Interference
 • Signal strength
 • Configurations
 • Incompatibilities
 • Incorrect channel
 • Latency
 • Encryption type
 • Bounce
 • SSID mismatch
 • Incorrect switch placement
 Given a scenario, troubleshoot 2.5
 common router and switch
 problems.
 • Switching loop
 • Bad cables/improper cable types
 • Port configuration
 • VLAN assignment
 • Bad/missing routes
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 • Wrong subnet mask
 • Wrong gateway
 • Duplicate IP address
 • Wrong DNS
 Given a scenario, troubleshoot 3.6
 common physical connectivity
 problems.
 • Cable problems:
  • Bad connectors
  • Bad wiring
  • Open short
  • Split cables
  • DB loss
  • TXRX reversed
  • Cable placement
  • EMI/Interference
  • Distance
  • Cross-talk

John Jones works at Wigardium Widgets LLC as a network administrator. The network he is 

responsible for is beginning to drop packets and freeze up at unexpected times. John does 

not know what is causing all these problems. What steps does John need to take in order to 

properly troubleshoot his network?

K E Y  T E R M S

arp

ARP ping

arp table

bounce

butt set

cable tester

command-line interface (CLI)

crosstalk

Domain Information
 Groper (dig)

environmental interference

ESSID mismatch

hostname

ifconfig

impedance

interference

ipconfig

loopback testing

multimeter

my traceroute (MTR)

nbtstat

netstat

Nslookup

Optical Time-Domain
 Reflectometer (OTDR)

ping

ping testing

punch down tool

route

short

snips

standards mismatch

switch loop

temperature monitor

test environment

Time-Domain Reflectometer
 (TDR)

toner probe

trace route testing

traceroute

tracert
voltage event recorder
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■ One Size Does Not Fit All

THE BOTTOM LINE 

We will start Lesson 12 by discussing why there is not one set of solutions that solves all 
networking and computer problems.

There is a general misconception out there that if you know how to fix one computer or one 
network you know how to fix them all. That is not actually true. One comment heard from 
numerous individuals in the computer industry is that many new hires do not know how to 
troubleshoot computers or networks. This may be because many of the certifications available 
to Information Technology Professionals revolve around specific brands of technology and not 
how the technology works in general. So, people who have passed those certification exams 
know how one specific brand or device works but do not know anything about the larger 
picture of how the technology works and why, which results in individuals who do not know 
how to resolve problems that were not covered in their certification classes and exams.

Troubleshooting is as much a matter of knowledge as it is intuition and experience. To do it well, 
you need to have knowledge, intuition, and experience. While the first can come from studying 
and taking tests, the last two can only come from a great deal of hands on troubleshooting over a 
long period of time. There is why people who have more experience are paid more.

Part of the point of this book has been to give you an idea about how networking technologies 
work in general while also preparing you to pass the CompTIA Network+ exam. Fortunately, 
CompTIA exams in general are not brand specific and so allow quite a bit of leeway when it 
comes to explaining how networking technologies work in general. This is an attempt to get 
you away from simply learning facts and to start understanding what you are learning.

There are so many variables involved in computers and networks that one size does not fit 
all when it comes to troubleshooting. Two computers with the exactly the same problem 
symptoms may require two totally different solutions to resolve. It is entirely possible to have 
exactly the same equipment with exactly the same software installed with exactly the same 
problem symptoms to require totally different solutions to resolve. To illustrate this, when 
I was working in corporate America, there was a time when I was responsible for supporting 
the computers and networks at three different call centers. Every time there was a problem, 
I had to stop and think about which call center I was in before I went to resolve the problem. 
The reason I had to do this was because even though the symptoms and equipment were the 
same, the solution varied based on which call center I was in. If you talk to individuals in 
the industry who have had to support computers and networks in multiple locations or even 
 different buildings in the same location, they will tell you they have experienced the same 
thing. This goes against what you would expect, but it is nonetheless the reality.

By bringing this up here I hope to help you understand why there is no three-step, 12-step, 
or whatever process that you can use to resolve every computer or network problem you ever 
come across. If things were that simple, there would not be much of a need for people with 
expertise in maintaining and supporting networks.

Have you ever tried to use a troubleshooting guide to resolve a computer problem, perhaps 
like the one that is built into Microsoft Windows? If so, how successful was following that 
guide at resolving your problem? If you have tried it multiple times, how often was it success-
ful? Your answer to these questions is probably something like “Following the guide did not 
help me resolve the problem or it only helped me resolve the problem some of the time.”

Fortunately there is a solution. Instead of trying to learn a magic process (something that does 
not exist) that will always resolve the problem, you need to learn how computers and net-
works work. Once you understand that, when you see a network problem that needs trouble-
shooting, you can see how the whole system works and get an idea of where the real problem 
may be. It is not always in the most obvious place. Once you have narrowed down where the 
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problem is, you can start eliminating things that you know are not the problem. This will 
make the scope of the problem even smaller. Eventually you will get to where the problem re-
ally is and you can then resolve it. It other words, learn the reasons why and how things work 
and it becomes much easier to figure out why they are not working when they should.

Another upside to the approach just described is that while the how of networking and com-
puters changes pretty much every time a new version comes out, the why does not change. 
Even when new technologies are developed, the why is still the same, it is just that the how 
has gotten better, faster, or more efficient.

There is some other good news in all of this. Generally speaking, once you have a solution to a 
specific set of symptoms in a given location, whenever you see those same symptoms in another 
computer or device in that same location, the solution will likely remain the same. The key words 
here are “the same location.” When you leave that location, you will likely have to develop a 
totally different solution to the same set of symptoms. This is another one of these realities that 
does not match up with expectations, but it is still real. Again, any information technology pro-
fessionals who have worked in multiple locations at the same time will verify that this is how it is.

One other piece of good news is that problems tend to cluster in locations. Once you get 
a handle on the set of problems common to a specific location, most of the problems you 
experience there will fit into that set. It seems that every location has 20 to 40 problems that 
are common to that location. Once you have a handle on the 20 to 40 most common prob-
lems in a given location, a significant percentage of the all the problems in a location will 
come from those 20 to 40 common areas. However be warned, there will always be random 
problems that pop up from time to time that you have never seen before or have only seen 
once in a very great while. When that happens, you still have to use the troubleshooting skills 
mentioned earlier to find the right solution. Also, once in a while a standard solution to a 
standard set of symptoms does not work. Again, when that happens, you will have to work 
out a new solution at least for that instance of the problem. The next section goes into more 
detail about how to apply standard troubleshooting processes.

■ Stages of the Troubleshooting Process

THE BOTTOM LINE 

In this portion of Lesson 12, we discuss the various stages you should follow in order 
to effectively troubleshoot a network problem. The stages discussed in this section of 
Lesson 12 apply to all types of troubleshooting, not just network troubleshooting.

As mentioned before, troubleshooting is not just memorizing some steps that will allow you 
to resolve all the problems you may encounter in a computer or on a network. Instead, trou-
bleshooting is a process that you have to follow to get down to where the problem is and then 
work to resolve. While this process does have steps, the steps are very general and designed 
to lead you to possible solutions rather than give you the answer. To follow these steps, you 
really need to understand how computers or networks function before they become helpful. 
The following sections take you through the steps of the troubleshooting process and explain 
what each is supposed to help you accomplish.

Information Gathering—Identify the Systems and the Problems

The first step in any troubleshooting process is to gather information about what is not 
 working. This process can involve the original problem report as well as discussions with the 
person who initially reported the problem. These first two components of information gath-
ering are very important because they help you narrow down where the problem may be. 
These two steps will also help narrow things down to the actual system or systems that are 
having the problem.

CERTIFICATION READY
What are the nine stages 
of the troubleshooting 
process?
1.8

CERTIFICATION READY
What do you do 
during the information 
gathering stage of the 
troubleshooting process?
1.8
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Once you have read the original trouble ticket and talked to the individual making the report, 
you then need to examine the actual system that is having the problem. If possible, you should 
also get the person who reported the problem to run through what they did when they noticed 
the problem. Sometimes the problem is as simple as the end user making a mistake. When that is 
the case, all you have to do is correct what the end user did wrong by showing them the correct 
way to do things. Other times, there is a genuine problem with the system. Examining the system 
and asking the end user to show you what happened are very important steps in the process.

One thing you need to be very conscious of when you are talking to end users who have reported 
problems is how you interact with them. You are there to help the end users better accomplish 
their jobs. In many ways, they are your customers and you need to treat them  accordingly. Many 
technicians have a problem doing this and seem to have the view that end users are stupid and 
that things would be so much better if they did not have to deal with end users. Well the bottom 
line is that if there were no end users, technicians would have no jobs. Those end users guarantee 
that you the technician actually have a job, so you should treat them accordingly.

Identify the Affected Areas of the Network

When troubleshooting a network, if a problem shows up in one area remember that it is usu-
ally not actually limited to that one area. More often than not, the problem is larger than the 
area where the problem was initially reported; it is simply that there has to be one person who 
notices the problem first and reports it. When a network problem is reported, it is your job as 
the technician to verify that the problem is either limited to the area reporting it, or to iden-
tify other areas that are also impacted. This last part is somewhat simplified because even if 
one person notices a problem first, a problem that affects more than one area of the network 
ends up getting reported by multiple people. This is one of the technician’s best tools for 
identifying the areas affected by the network problem. The technician simply has to be able to 
see how different reported problems are connected and act accordingly.

Determine Whether Anything Has Changed

One of the first questions you should ask when a problem is reported is “Has anything 
changed?” This question may be simple to answer when you personally made a change or it 
could be more complicated. Just because a technician has not changed anything locally on a 
computer or on the network does not mean that nothing was changed. Many times end users 
install software or patches and updates without letting anybody know they have done so. 
Alternatively, a different technician in your department may have made a network change that 
you did not know about. Possibly somebody in a different department such as the WAN engi-
neers may have made changes you do not know about. Whatever the case, when a problem is 
reported, one of the first things you need to determine is whether anything has changed.

Changes made on the network or on the local computer can be the cause of the problem. It 
is not very common for a network or a computer that has worked without any problems for a 
long period of time to simply stop working. This does happen, but usually there is something 
that causes the abrupt change in reliability of the network or computer in question. Many 
times that abrupt change can be traced back to some change that someone made. Finding out 
what changes were made, if any, will very often lead directly to the cause of the problem.

There are several things you can do to determine the answer to the question “What has changed?” 
One thing you can do is talk to the end user who first reported the problem. It is possible he or 
she installed some software or patch that may have caused the problem. Sometimes the end user 
may have deleted or removed some program or hardware component he or she did not think was 
important, when in reality it was. Possibly the end user copied a file onto the computer from a 
USB or other external media that had a virus or spyware on it. There are many things an end user 
could have done that changed the system and resulted in the reported problem.

CERTIFICATION READY
How do you identify 
affected areas of the 
network?
1.8

CERTIFICATION READY
How do you go about 
determining if anything 
has changed? Why is it 
important to do this?
1.8
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Keep in mind that it may not have been the end user who changed something that caused 
the problem. Maybe technicians somewhere made a change to the network that caused the 
problem. They may have installed a patch to the server that was not fully tested. Maybe they 
added a piece of equipment to the network that is interfering with the system having the 
problem. Possibly a router, switch, or server configuration was changed that caused a section 
of the network to lose connectivity to all or part of the rest of the network. There are many 
things that could have changed that the end user had nothing to do with; because of this, do 
not assume that the end user is the cause of the problem.

There are many things you can do to determine if part of the network was changed by some-
body other than the end user. One of the first things you can do is talk to any other techni-
cians with whom you may work. They may have done something or know of something 
someone else did that you do not know about. You can also go and talk to technicians in 
other departments to determine if something they may have done caused the problem. You 
can also go back and look at your e-mail to see if any maintenance windows had occurred 
recently that may have changed something that caused or resulted in the problem you are try-
ing to resolve. You can also go into the switch room where all the network hardware is and see 
if there is anything in there that is obviously different. Maybe something was disconnected 
either accidentally or because it had to be disconnected for a maintenance window but was 
not reconnected. Maybe a power switch is off that should not be. Anything like these things 
mentioned and others can be the cause of the problem. I have seen situations where each one 
of the items just mentioned were the cause of a problem reported somewhere else.

Establish the Most Probable Cause

Once you have received a problem report, gathered additional information about the prob-
lem, and investigated any network or system changes, the next step is to determine what the 
most probable cause of the problem may be. After you have looked at all the information you 
have available, you can then analyze it to spot what you consider the most likely cause of the 
problem. This most probable cause becomes the starting point of your solution.

Determine if Escalation Is Necessary

Before you begin to create an action plan to resolve what you believe the problem may be, you 
need to first determine if the problem needs to be escalated. There are several reasons why you 
may want to escalate a problem. One reason is that you have come to believe that the problem 
actually exists in a portion of the network you do not have access to. If you do not have access 
to something, you cannot fix it. In that situation, you need to pass the problem on to someone 
who does have access to where you think the problem is. You also need to give that person the 
details of the problem that leads you to believe they are the better person to resolve the issue.

Another reason to escalate a problem is if you do not believe you have the skills and/or know-
how to fix the problem. This is often a very hard decision to make because most technicians 
like to think they can fix anything. It takes a certain amount of character to realize you do 
not know what is needed to resolve a problem. If you find yourself in this situation, you can 
escalate the problem and then use it as a learning opportunity. You can do this by asking the 
person who has the ability to fix the problem to teach you what you need to know so that 
you can fix the problem next time. If you ask this nicely, most people are more than glad to 
“take you under their wing” so to speak and teach you what you need to know.

A final reason to escalate a problem is if you have tried a number of solutions and are simply 
not able to resolve the issue. Just because you cannot fix a problem does not mean you are 
stupid or cannot do the job. Many times, you have looked at the problem too long and have 
fixed certain ideas in your mind concerning it and are not able to shift those perceptions. In 
this case, it may only take a fresh pair of eyes to see an obvious solution that you missed.

CERTIFICATION READY
When is escalation 
necessary? What factors 
help determine this?
1.8
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Admitting that a problem has stumped you also takes a certain level of character. Just as we 
do not like to admit we do not know something, we also do not like to admit when some-
thing has simply stumped us. While it may be good for your ego to refuse to admit you’re 
stumped, it is better for the organization you work for to do so. Keep in mind that manage-
ment watches things like this. If management sees that you are willing to ask for help when 
you need it, they are much more likely to promote you when the time comes. Alternatively, 
they will be more inclined to keep someone on who knows when to ask for help than they 
would someone who tries to go it alone if they have to start letting people go.

All that said, be sure that you don’t always ask for help every time you have a problem, at least 
not without trying to fix it yourself first. If you are always asking for help, it begins to appear 
as if you do not know what you are doing and this may work against you. On the other hand, 
if you do have to ask for help with every problem that comes along, there is a chance that you 
really do not know what you are doing. If this is the case, it is entirely  possible that you have 
taken on a job that you are not yet ready to do. If you find yourself in this situation, you need 
to get yourself some additional training at you own expense before the organization you work 
for decides to let you go and hire someone who does know what they are doing.

If you are not able to escalate the problem or ask somebody else to take a look at it, the next 
best thing you can do is go do something else that is unrelated to the problem for a while and 
come back to it later. Many times when you do this, you see things that you simply did not 
see previously. In this case, the fresh pair of eyes on the problem just happens to be yours. One 
thing you should never do is let a problem get to the point where you are visibly frustrated or 
angry. If you feel yourself getting to that point, immediately take a break and regroup.

Create an Action Plan and Solution

Escalation questions aside, once you have come up with what you think is the most probable 
cause of the problem, you need to create an action plan, which is a plan you create to resolve 
the problem you have identified. The action plan consist of the steps you think you need to 
take to resolve the problem. Depending on the nature of the problem you are facing, the ac-
tion plan you develop can be simple and straightforward or very complex. Once you have an 
action plan, if it is sufficiently complex, you will want to have someone else look at it and to 
also help you implement it.

Depending on the nature of the problem and where in the network the problem is located, 
some action plans can be implemented right away. Problems with specific workstations are 
usually situations when an action plan can be implemented immediately. However, if you 
determine that the most probable cause is something more critical like a switch, router, server, 
or similar device, it may become necessary to schedule a maintenance window to resolve the 
problem. Maintenance windows are scheduled when it is necessary to bring down a critical 
piece of equipment that the rest of the network needs to function properly. Also if an action 
plan calls for many devices such as workstations to be affected or brought down, that too may 
require a maintenance window.

Generally speaking, if you determine that a specific device, even a critical device, that is not 
working is the problem, then very seldom is a maintenance window required to resolve the 
issue. In this situation, the problem is a device that is not working at all. When this happens, 
replacing or switching out the device does not impact the rest of the network. However, when 
you go to bring the device back up, there could be some disruption of the network. Then a 
maintenance window is needed.

IDENTIFY POTENTIAL EFFECTS
Never implement an action plan without first identifying any potential effects the action plan 
can have on the network. This is very important because even small changes can have large 
effects elsewhere in the network. Another reason you will want to identify potential effects of 

CERTIFICATION READY
What is an action plan? 
How do you go about 
developing one?
1.8
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an action plan is so that you can identify other equipment and users that will be affected by 
implementing that plan. Once you have done this, you need to notify all users affected by the 
proposed action plan so that they will know what to affect.

Identifying potential effects of the action plan also helps you decide whether a maintenance 
window is needed to implement the plan. If the potential effects of a proposed action plan are 
sufficiently far reaching or affect a sufficient number of end users, it is a good idea to call or 
schedule a maintenance window just to be safe.

Identifying potential effects of an action plan also allows you to identify things that could 
 potentially go wrong. By identifying those problems ahead of time, you can develop con-
tingency plans to use if those problems develop. Identifying potential effects also helps you 
 identify a problem if it occurs quickly because if you have thought of the possibility of a 
problem, when you see something that looks like it you will know what it is.

A final reason you will want to identify potential effects ahead of time is so that you can de-
velop a rollback plan. A rollback plan should be developed so that you may put the system 
back to its original state if something goes really wrong. It is better to fall back to a network 
configuration that at least partially works, than to find yourself in a situation where the 
proposed solution actually makes things worse. If you see that your solution is making the 
problem worse rather than fixing it, then do not press forward with the solution. Instead, roll 
back the network to its original state and then go back to the drawing board to see why your 
action plan did not resolve the problem.

There are a lot of reasons that an action plan may not work. You may have incorrectly iden-
tified the problem or your solution may be incorrect. It could also mean that you correctly 
identified the problem, but that the problem you solved actually exposed another or a worse 
problem that now has to be resolved. In this situation, you will have to have two action plans: 
one that solves the original problem and another action plan to resolve the new problem.

A final reason an action plan may not work is because you resolved the original problem, but 
you missed an adverse potential effect when you were trying to identify all the potential effects 
of your action plan. This is quite often the case. Networks and computers are very complex 
systems involving many variables. With so many variables being affected by any action plan 
you come up with, eventually you are going to miss an important one. When this happens, 
implement your rollback plan and go back to the drawing board. Even large companies in the 
Information Technology Industry run into this problem once in a while. Why do you think you 
occasionally come across a software patch that ends up causing more problems than it fixes?

Implement and Test the Solution

Once you have developed an action plan and identified potential effects you need to imple-
ment it. However, if the plan is a complex one or involves major changes to equipment, then 
it would probably be best to set up a test environment first. A test environment can be a spe-
cial lab scenario that you set up to resemble the real environment, or it can be a small portion 
of the network to be changed. Either way, running the action plan in a test environment can 
help you identify any unintended results of the action plan before it has been implemented.

Once the initial testing of the plan has been completed, you can implement the plan, which sim-
ply means going forward with the action plan as you laid it out. If the action plan is small or only 
affects a small number of computers, it is not always necessary to test it before implementing it.

Identify the Results and Effects of the Solution

Once the plan is implemented, you should not simply assume that everything is set. Instead you 
should test the solution as best you can and watch it a while to see if any unexpected problems 
arise from the solution. This is what it means to identify the results and effects of the solution. 

CERTIFICATION READY
Why is it important to 
test a solution before 
you implement it?
1.8
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In effect you test the action plan twice— once before implementing it and then again after you 
have implemented it. You should always test an implemented action plan after implementing 
it to verify that it truly has resolved the problem it was initially created to resolve and to ensure 
that no unintended effects resulted from the solution or action plan you implemented.

Document the Solution and the Entire Process

As with all areas of networking, you should have documentation of the entire process you 
went through once you have resolved a problem. There are several reasons for this documen-
tation. One, it gives you a record of everything you did and will serve as a guide should the 
problem come up again. Documenting the entire process also lets you keep a record of things 
that did not work as well as things that did. By knowing the effects of a wrong solution, if 
similar effects show up later, you have a place to start. Finally, documenting the entire process 
provides a reference place for any future technicians who may take over your job after you are 
promoted or choose to work elsewhere. Also, if anyone questions what you did perhaps in an 
attempt to discredit you in some way, you can always go back and show them the documen-
tation and thereby blunt their criticism of you.

A final reason, and perhaps the best reason, to document the entire troubleshooting process 
is because you can go back and analyze the whole thing once the problem is resolved. When 
you go back and analyze the cause and the solution of a specific problem, you can sometimes 
see a way to prevent the same problem from happening again. Implementing the extra solu-
tion you come up with will usually require a new action plan, testing, implementation, and so 
on, but when it is all done, you will end up with a more robust, fault tolerant network.

DOCUMENTING PROBLEM REPORTING
The first step in any troubleshooting process is reporting the process. This is the start of the doc-
umentation trail you need to create for every problem you resolve on the network. A well-de-
signed reporting form can also be a very strong asset when you begin to resolve the problem.

There are several things that should be included on the report form whether it’s paper or 
online. One, it should have a place for the name of the person reporting the problem so that 
you can find them when you need to gather more information.

Second, there should be a place for the name and location of the problem device being re-
ported. In order for the person to provide this information, the device should be clearly 
labeled with both its name and its location and end users should be trained to give that in-
formation. This is especially important if you have a large number of workstations and the 
problem being reported is related to one of them.

Next, the form should have a large area for the end user reporting the problem to write out a de-
scription of what the problem is. If the end user has more room to detail a description of the prob-
lem, they will often give more details than if they have a very limited area to describe the problem. 
The more details you have about the problem, the easier it becomes to diagnose the problem.

The form should also have a clear tracking number. This is especially important if escalation 
becomes necessary because it will make things easier when it comes to tracking how the prob-
lem is being handled and by whom.

Another thing the form should have is a place for the technician responding to the problem 
to put his or her name or identification number. This is very important if the problem has to 
be revisited at some later date. If you have a way to identify the technician who was originally 
responsible for resolving the problem, if any questions about the system come up later, you 
will know who to talk to. Additionally, if the problem should come back or another problem 
arises on the same system, you will be able to talk to the person who originally resolved the 
issue. This allows you to find out if there is anything that you need to know about the system 
in question before you have to tackle it yourself.

CERTIFICATION READY
Why is it important to 
document the entire 
solution process?
1.8
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Finally there should be plenty of room on the form for the technician working to resolve 
the problem to take notes. This makes it much easier to reconstruct what happened after the 
problem has been resolved in order to make a more detailed after-action report should such 
a report be necessary. This can also serve as a reference point if the problem is escalated to 
other technicians. They will be able to read the notes of previous technicians to find out what 
they did to resolve the problem and not have to repeat those actions themselves. Also know-
ing what has not worked, can help point the escalating technician in a direction the previous 
technician had not thought about. Notes from previous technicians can also help the escalat-
ing technician form an action plan that takes previous actions into account.

DOCUMENTING THE TROUBLESHOOTING PROCESS
Documenting the troubleshooting process simply refers to the practice of recording all the 
major steps a technician went through to resolve a problem. This includes both the success-
ful actions as well as those actions that were not successful. By recording failed actions as well 
as successful ones, a lot can be learned about how to resolve an issue, not the least of which 
being what not to try next time.

Aside from the actual steps a technician took, good documentation should also include why 
the tech tried different things. This gives a window into the thought processes that went on in 
resolving the problem. By knowing the thought processes going on, a more experienced tech-
nician can later look them over and help the employee who resolved the problem refine their 
skills. Also being able to see the thought process behind different actions can also help you or 
someone going over the work behind you determine if you are on the right track to resolving 
the issue if the issue has to be escalated.

DOCUMENTING THE SOLUTION
Once a solution to the problem has been found, the solution should be documented so that 
should the same problem arise again, a working solution will already be on record. It is also a 
good idea to record why a solution worked. This can give insights into resolving other related 
or unrelated problems later.

Bringing the Steps of the Troubleshooting Process Together

Following is a scenario of how the various steps of the troubleshooting process can be brought 
together. An end user suddenly loses connectivity to the corporate network, so she reports the 
problem to tech support. Tech support assigns you to resolve the issue.

The first thing you need to do is talk to the individual reporting the problem. Ask her to 
tell you what happened in her own words. She tells you she was looking up data on an 
 approved website when suddenly she lost connectivity to the network. While talking to 
her, you also try to find out if she installed anything on her computer before the problem 
happened. She reports to you that she did not. Finally, while there you look around on 
her computer for any obvious configuration problems. You also decide to check her net-
work setup and notice that it is still set to DHCP like it is supposed to be. You tell her 
you need to check a couple of things to try and solve the problem and leave to return to 
your desk.

Back at your desk you try and figure out what happened, and you notice that a few other end 
users are beginning to report the same problem. Looking at all the computers reporting prob-
lems you notice that they are all on the same segment of the network. Because  everything is 
happening on the same network segment, you go talk to the WAN engineer to see if anything 
had changed at the switch. He tells you that nothing had been changed and all the switches 
are working fine. You leave the WAN engineer feeling more perplexed than ever.

When you get back to your desk you notice that even more computers on that affected 
segment have lost connectivity. Going to several of the people reporting problems you 

CERTIFICATION READY
How would you go about 
bringing the steps of the 
troubleshooting process 
together in a specific 
situation or scenario?
1.8
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discover that all of them are configured correctly and are using DHCP to get their net-
work addresses as they should. This causes you to wonder if the DHCP server is working 
properly. To find out, you go to several of the affected end users and use the command 
line tool ipconfig to see what IP addresses they are using. When you do this, you notice 
that all the computers are reporting an IP address of 169.254.X.X. You remember from 
your Network+ class that IP addresses that start with 169.254 are IP address that have 
been automatically assigned by Microsoft Windows when DHCP or a static addressing 
is not available. This leads you to conclude that the most probable cause of the lost con-
nectivity is that the DHCP server that is responsible for the affected network segment is 
completely down.

Depending on where you work, at this point you would most likely escalate the problem up 
to the network administration staff and let them resolve the issue. However, we will assume 
for this scenario that you are responsible for both network support and network administra-
tion. Is should be noted that in smaller networks and companies, there is a good chance that 
the same person would be responsible for both at a given site.

You go and check the DHCP server and find that it is indeed down. When you look at it 
hoping it had come unplugged or something simple like that, you find that its operating sys-
tem has been corrupted. What are you going to do? It is going to take you at least a few hours 
to reinstall the operating system and reconfigure it to do its job, assuming there is not a hard-
ware problem that caused the operating system to become corrupted in the first place. In the 
mean time, you have more and more people out on the floor losing their network connectiv-
ity, which means they are unable to do their jobs. You need an action plan.

After thinking about it, you realize that if you give everybody in the affected segment a static 
IP address in the proper range, they will be able to get back on the network with no problem 
and continue to do their jobs. You also realize that there are actually only about 30 comput-
ers on the affected segment. You decide to go out on the floor and manually assign static IP 
addresses to the affected end users. This will buy you time to fix the DHCP server while the 
end users are still able to do their jobs. This is an example where a seemingly small problem 
ends up leading you to an even larger one. Once you have implemented your action plan to 
bring all the affected end users back up on the network, you verify that everyone is really able 
to get to the network. Once you have verified that everyone is on the network you go to see 
what is wrong with the DHCP server.

Once you have gotten a good look at the DHCP server, you find out that the hard drive is 
bad. Fortunately you have a spare hard drive and are able to replace the bad one with the new 
one. Now you have to install Windows Server and configure it to be a DHCP server for a 
specific segment of the network. Once you have done all this, you then test the new DHCP 
server and verify that everything is working fine. Now you have to shift everybody on the seg-
ment back to DHCP. You decide that the best way to do this is in a brief maintenance win-
dow that you schedule for an hour before work starts the next day.

When the scheduled maintenance windows arrives, you go in and set all the computers on 
the affected segment back to DHCP and then test them to see if they are working. Verifying 
that they are, you go to document the whole troubleshooting process using notes that you 
made along the way.

Once you have resolved all the problems related to this incident, you decide to go back and 
review the documentation. Upon doing so, you realize that having only one DHCP server 
per segment is a weakness in your network. You also realize that the company cannot afford 
to buy a second server for every segment. This means that the easiest way to fix the problem 
is not possible. However, after thinking about it for a while you realize that you can double 
up the various DHCP servers so that they are able to cover two segments—their original 
segment and one more. You decide that a good redundancy scheme is to set up the VLANs 
so that each VLAN allows access to the DHCP server for that VLAN and a DHCP server 
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When it comes to troubleshooting networks, the more tools you have in your toolkit to 
work with the better. Many networking tools are actually included in Windows or Linux 
distributions; although, many people do not even know about them, mainly because they are 
 command-line based tools. We discuss some of these tools first.

Beyond command-line tools, there are also other software tools like Wireshark and 
Windows Performance Monitor, which we have discussed in previous lessons. Aside from 
software tools, there are also a number of hardware tools. Hardware tools are physical de-
vices that are used for troubleshooting and fixing networks. A few of these types of network 
tools are also discussed.

Command-Line Interface Network Tools

Command-line interface (CLI) network tools are some of the least-known and least-utilized 
tools in a network administrator’s or support specialist’s toolbox. They are available on every 
computer and can offer very valuable information when you are trying to troubleshoot a local 
computer problem or a network problem. One such tool was mentioned in the troubleshoot-
ing scenario earlier. That tool was ipconfig. We discuss that particular CLI networking tool a 
little later in this lesson.

CLI tools are some of the most underutilized networking tools available because they require 
the person using them to go to a command line to access them. When people hear that a tool 
is a command-line tool they automatically assume two things. One they assume it is hard to 
use. Two they assume it is very difficult to understand whatever output the tool gives back. 
Both assumptions are wrong.

To use a CLI tool, all you usually have to do is type the command into a CLI. This consists 
of a single word or abbreviation. If you want more precise or detailed information, there are a 
handful of parameters you can add to the end of the command to expand or refine its output. 
To find out about a CLI tool’s parameters or how it works, type the command followed by a 
question mark and you can get all the information you ever wanted about the CLI tool in ques-
tion. The idea that the CLI tool’s output is hard to understand is also incorrect. Most CLI tools 
organize their output so that the results they display are pretty much self-explanatory via labels.

CLI tools are useful because pretty much all operating systems have them built in already, 
they are usually small programs that do not take a lot of processing power to use, and they 
are designed to give limited information. This means each CLI tool is designed to report back 
specific information. The advantage of this is that the data you get back from a CLI tool is not 
hidden in a large volume of extraneous data. The data you get back is targeted to a very small 
subset of data, which means that when you get a report from a CLI tool, you do not have to 
wade through a huge amount of extraneous data just to find what you really need. Instead, you 
use a specific CLI tool that reports the specific data you want and nothing more. Table 12-1 
lists the CLI tools discussed in this section and the platforms on which they are used.

■ Network Tools and What They Are Used For

THE BOTTOM LINE 

In this section of Lesson 12, we examine various tools that can be used to troubleshoot or 
repair a network. We first discuss various command-line tools to troubleshoot networks. 
We then discuss some physical tools that are also used to troubleshoot networks.

CERTIFICATION READY
What are some 
command-line tools that 
are available for network 
troubleshooting?
4.3

for an adjacent VLAN. With this scheme in place, in the future when one DHCP server 
goes down, the other one can take up the slack while you fix the failed one. Looks like you 
are going to have to talk to the WAN engineer again, and schedule a few more maintenance 
windows. Another action plan is in the works.
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IPCONFIG
Ipconfig is a command-line tool that is found in all current versions of Microsoft Windows. 
The primary use of ipconfig is to display the IP address, subnet mask, and default gateway 
of each adapter on which the computer is run. Figure 12-1 shows the output of the ipconfig 
command.

Table 12-1

CLI Tools and their platforms
Ipconfig DOS/Windows

Ifconfig Linux/UNIX

Ping DOS/Windows & Linux/UNIX

Traceroute Linux/UNIX

Tracert DOS/Windows

My traceroute (MTR) Linux/UNIX

Pathping DOS/Windows

Arping Linux/UNIX

Arp DOS/Windows & Linux/UNIX

NSlookup DOS/Windows & Linux/UNIX

Hostname DOS/Windows & Linux/UNIX

Domain Information Groper (Dig) Linux/UNIX

Route DOS/Windows & Linux/UNIX

Nbtstat DOS/Windows

Netstat DOS/Windows & Linux/UNIX

CLI TOOL PLATFORM

Figure 12-1

Ipconfig command

In Figure 12-1, you can see that there is one local adapter and a couple of VMware adapters 
configured on this computer. The local adapter has an IP address of 10.130.3.248, a subnet 
mask of 255.255.255.0, and a default gateway of 10.130.3.254. While the screenshot shown 
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in Figure 12-1 is from Windows XP, if the same command was issued in Windows Vista or 
Windows 7, you would also get information about the IPv6 IP address.

Ipconfig also comes with some additional functionality. If you use the command 
ipconfig /all, you receive more detailed information about the adapters on the computer, 
including the device’s MAC address. Figure 12-2 shows the result when you use the 
ipconfig /all command.

There are several other parameters besides the /all parameter that you can use with ipconfig. 
Probably the three most common are

• /?: Helps you with how to properly use the ipconfig command.

• /release: Valid for all Windows-based CLI tools. This parameter allows you to end a 
DHCP IP lease early.

• /renew: Used to manually renew a DHCP IP lease.

There are other parameters available with the ipconfig command: /flushdns, /registerdns, /
displaydns, /showclassid, and /setclassid. For additional information about these parameters, 
or more information about ipconfig, you can use the ipconfig /? command.

IFCONFIG
Ifconfig stands for Interface Configuration and is the Linux/UNIX equivalent to ipconfig. 
Ifconfig can give you the same information that ipconfig does when used without any param-
eters. However ifconfig has a lot more parameters than ipconfig does. Figure 12-3 shows the 

CERTIFICATION READY
What is ipconfig? 
What does it do? How 
is ipconfig related to 
ifconfig?
4.3

Figure 12-2

Ipconfig /all command
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output of the ifconfig command in a Linux/Unix terminal window. You can see that the ifcon-
fig output looks a bit different from ipconfig, but the basic information is still clearly there.

To learn about command-line commands and tools in DOS/Windows use the /? parameter. 
To learn about command-line commands and tools in Linux/UNIX use the man command. 
The man command stands for manual page. To use the manual page, all you have to do is 
type man followed by the command or CLI tool you want to know about. For example, to 
learn about the ifconfig command you would type “man ifconfig” at the prompt. Figure 12-4 
shows the first page shown when “man ifconfig” is typed at the command prompt.

Figure 12-3

Ifconfig command (Linux/UNIX)

Figure 12-4

Man ifconfig command 
(Linux/UNIX)
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If you do not have a version of Linux available to you, you can get a copy of the Linux 
Manual pages for all Linux commands at http://linuxmanpages.com/. When you go to this 
URL, enter the command you want to look up in the “Search for:” box and then hit the 
<Enter> key or the “Get Man Page” button.

Aside from giving information about the configuration of a network interface, the ifconfig 
command can also be used to actually configure or manipulate a specific interface on a com-
puter. This gives the ifconfig command a bit larger scope and capability than the ipconfig 
command. As a general rule, Linux/UNIX CLI commands and tools all have more capacity 
than the DOS/Windows equivalents.

Both ifconfig and ipconfig are used to determine the configuration of the NICs available on 
a computer. These tools can also be used to reset DHCP configurations as well.

PING
Ping is a little program that is designed to determine if a specific IP address is reachable 
on the network. By pinging various IP addresses you can test your network and possibly 
determine where a loss of connectivity may be occurring. We discuss how to do this 
testing later in the lesson. Ping is used the same way in both Linux/UNIX and DOS/
Windows environments. Figure 12-5 shows what the ping program’s output is in the 
DOS/Windows environment. The screenshot in Figure 12-5 also shows the parameters 
that can be used with ping. Figure 12-6 shows the ping command in a Linux/UNIX 
environment.

Figure 12-5

Ping command (DOS/Windows)

The main difference between the DOS/Windows ping and the Linux/UNIX ping is that 
the DOS/Windows ping will only show you four responses while the Linux/UNIX ping 
will keep showing responses until you break the loop. There are a number of parameters 
available with the Linux/UNIX ping just like with the DOS/Windows version. To find 
out more about the Linux/UNIX ping parameters you will need to do a “man” page 
look up for ping.

CERTIFICATION READY
What is ping? How 
does it work? What is it 
used for?
4.3
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The screenshot in Figure 12-6 also reveals how ping works. Ping uses the ICMP protocol and 
issues an “echo request” packet to the IP address you are attempting to ping. Once the IP 
address receives the “echo request” packet, it responds back with an “echo reply” packet. The 
ping command measures the amount of time it takes for a round-trip and reports that back 
in the output. Also, if any message besides an “echo reply” comes back, ping reports what 
that message is. If ping fails to receive an “echo reply” message within a reasonable amount of 
time, it reports that the IP address pinged is unreachable.

Ping is a very useful tool for determining whether the network device you are on directly 
is working correctly and whether other networking devices elsewhere on the network are 
 working correctly. A bit later in this lesson, we discuss how ping can be used to run tests on 
a network device.

TRACEROUTE
Traceroute is a Linux/UNIX CLI tool that reports back each stop a packet makes on its way 
to a destination; this is called a packet’s route. The destination for which you wish to find 
the route to is identified by the destination’s IP address. Figure 12-7 shows the output of the 
 traceroute tool.

Figure 12-6

Ping command (Linux/UNIX)

Figure 12-7

Traceroute (Linux/UNIX)

In Figure 12-7, the destination IP is 10.130.227.250. To arrive at the designated destination, 
it took the packet two hops. In other words, the packet had to make two stops before it was 
able to reach 10.130.227.250. To learn about all the parameters available with traceroute, you 
need to reference its man page.

Like ping, traceroute uses the protocol ICMP to acquire the results it reports. The differ-
ence is in how the ICMP protocol is used. Traceroute starts out by setting the time to live 
(TTL) field in an IP packet to 1. When the packet moves out one hop, its TTL expires and 
the device with the expired TTL responds back with a “TTL expired” message using ICMP. 
The information contained in the “TTL expired” ICMP packet is then used by traceroute 
to display the results for the first hop. Traceroute then sets the TTL of the next packet it 
sends out to 2 and repeats the process. However this time, it will be the second device that 
reports back with a “TTL expired” ICMP message. In this way, traceroute keeps building up 

CERTIFICATION READY
What does traceroute 
do? What is the 
equivalent command in 
the Windows command-
line environment?
4.3
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 information for each hop until it receives a “destination unreachable” message or the TTL 
exceeds 30. The “destination unreachable” message means that there are not more hops after 
the last hop. If traceroute does not receive a “destination unreachable” message, it will keep 
sending out IP packets until the TTL of the IP packet exceeds 30. At that point, traceroute 
stops  reporting back.

If you wish to traceroute a destination in excess of 30 hops, you can alter the maximum 
 number of TTL that can be set using traceroute parameters. You can learn more about 
 traceroute’s parameters from its man page.

TRACERT
Tracert is the DOS/Windows equivalent to traceroute. Tracert works the same way that tra-
ceroute does, however, as you can see in Figure 12-8, it does not have as many parameters as 
traceroute. The tracert in Figure 12-8 is to the destination IP address 10.130.227.250 just 
like with the screenshot for traceroute (Figure 12-7).

Figure 12-8

Tracert (DOS/Windows)

Traceroute or tracert, depending on which environment you are in, is an especially useful tool 
for finding out why you cannot access a specific device across a network. Using traceroute you 
can see how far down a network a packet is able to get towards a specific IP address before 
it can go no further. This in turn can give you a good clue where a network device such as a 
router may be down. If a packet can successfully get to a specific router and then cannot go 
any further, then this is a good indication that either the next router down the line is down or 
something is wrong with the connection between the router you can reach and the one you 
cannot reach.

Both traceroute and tracert are very useful tools for determining why you are not able 
to  connect to a network device elsewhere on the network. These tools also can be used 
to help locate devices on the network that are not working correctly. Finally, these two 
tools can also be used to create a rough logical map of where all the devices on a net-
work are located.

MY TRACEROUTE (MTR)
My traceroute (MTR) is a Linux/UNIX command-line tool that combines the capabilities 
and functionality of traceroute and ping. Figure 12-9 illustrates the results from issuing the 
mtr command.
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As you can see from the results shown in Figure 12-9, both ping and traceroute information 
is shown. The traceroute portion of the output is derived the same way traceroute derives it. 
The information shown for the ping portion of the mtr tool is derived from the traceroute 
results and do not require a separate ICMP packet like ping uses. There are only a few param-
eters that can be used with mtr and they can be found in the man page for mtr.

One of the reasons there are only a few parameters for mtr is because mtr has a small menu 
that can be used with it. If you look back at Figure 12-9, you will notice that there are names 
across the top that start with a capital bolded letter. Those are the menus you can select to get 
more information about the IP address you entered. These menu options are Help, Display 
mode, Restart statistics, Order of fields, and quit.

Mtr is a very good tool for combining the information from traceroute with ping. However, 
this tool is only available on Linux/UNIX computers.

PATHPING
Pathping is similar to the Linux tool mtr. This tool does not have the helpful menu that mtr 
has, but it does combine the functionality of the ping and tracert commands. The basic com-
mand for this tool is pathping. There are also several parameters that can be used with path-
ping. Figure 12-10 is a screenshot of the pathping help command. Figure 12-11 is the result 
of running the command pathping yahoo.com –q 10.

CERTIFICATION READY
What is MTR? What is it 
used for? What Windows 
command-line tool is 
equivalent?
4.3

Figure 12-10

Pathping help screen 
(Windows)

As you can see from Figure 12-11, pathping gives you the same routing information as 
 tracert, while also being able to give you the same statistics information as ping.

ARP PING
An ARP ping is a ping command using the ARP protocol to issue an “arp request” rather 
than the ICMP protocol to issue an “echo request.” This can only be done in the Linux/
UNIX environment. The command to do an ARP ping is arping. The main advantage of 

Figure 12-9

MTR (Linux/UNIX)
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Figure 12-11

Pathping yahoo.com –q 10
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 arping over ping is that network devices are required to respond to an arp request even if they 
are behind a firewall that blocks ICMP echo request packets. This tool is useful if you really 
need to ping a target computer when an in-place firewall prevents you from doing so using 
the standard ping tool.

ARP
The arp tool is used to display the arp table of a computer. The arp table is a table that is 
kept by all network devices and contains the IP address and MAC address of all the other net-
work devices with which it has been in contact. Aside from displaying arp tables, arp can also 
be used to manipulate arp tables by adding or removing MAC addresses. Hackers sometimes 
use this last functionality for quite a few nefarious purposes.

CERTIFICATION READY
What is arping? Is 
there an equivalent 
tool available for the 
Windows command line?
4.3

Figure 12-12

Arp (Linux/UNIX)

Figure 12-12 shows the result of using the arp command in a Linux/UNIX environment. The 
result of using the arp command in a DOS/Windows environment is much the same.

Arp can be used to view a local computer’s arp tables to see if they are even able to see local 
computers based on MAC addresses. Arp is also a good tool for manipulating a system’s arp 
table either by adding MAC addresses to it, or removing MAC addresses from it.

NSLOOKUP
Nslookup is a CLI tool that is used to look up DNS servers. If you have a domain name, you 
can find out what the servers are for that domain. Nslookup also displays the IP address of 
the DNS server on the network being used to run nslookup. Figure 12-13 shows the output 
of nslookup in a DOS/Windows environment for the yahoo.com domain name.

The output from nslookup in a Linux/UNIX environment is essentially the same. The only 
difference is that the Linux/UNIX version separates out the IP addresses of the targeted 
 domain name in a nice table rather than just a comma-delimited list. Nslookup is a good 
tool to use in order to find out the IP address is of a specific DNS name.

HOSTNAME
Hostname is a CLI tool that is used to either display or change the DNS hostname of the 
local machine. Figure 12-14 shows the output of the “hostname” command in a Linux/UNIX 
environment. The output in a DOS/Windows environment is almost identical.

Figure 12-13

Nslookup yahoo.com 
(DOS/Windows)

CERTIFICATION READY
What does nslookup do? 
What is it used for?
4.3

Figure 12-14

Hostname command 
(Linux/UNIX)
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If you do not know a system’s hostname, this tool is a quick command line way to find out. 
It is also an easy way to change a hostname; although that is not a recommended action to 
take because it could cause unforeseen problems with the system.

DOMAIN INFORMATION GROPER (DIG)
Domain Information Groper (dig) is used to query DNS servers to gain information about 
them. In this way, it is similar to nslookup. However, unlike nslookup, dig can provide much 
more detailed information. Dig is also only available in Linux/UNIX environments. Figure 
12-15 shows a screenshot of the dig output when two DSN server IP addresses were entered 
as parameters.

Figure 12-15

Dig tool (Linux/UNIX)

Dig is most often used to troubleshoot DNS problems and there are a number of parameters 
that can be used with it. To get more information on dig, you can look at the dig man page. 
This tool is useful for getting more detailed DNS information about a local computer than 
what nslookup can provide.

ROUTE
Just going by the name, you would assume that the route command was similar to the 
traceroute command, however it is not. The traceroute command is used to determine the 
number and IP addresses of the hops a packet takes to reach a specific destination. The 
route command is used to view and/or manipulate the routing table located on the tar-
geted device,  either by adding or removing static routes. Specifically the route command is 
intended to set up static routes to specific network locations from the local interface. This 
command works the same way in both the Linux/UNIX and DOS/Windows environments. 
Figure 12-16 shows the  routing table for a computer using the route command in a DOS/
Windows  environment.

CERTIFICATION READY
What is dig? What 
operating system is it 
available in? How is dig 
similar to nslookup? 
How is dig different from 
nslookup?
4.3
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The Linux/UNIX output would be similar to what is seen in Figure 12-16. The main 
 differences between the two environments are the layout of the output and parameters used 
to accomplish specific tasks. The tool is useful for reading the routing tables on a local com-
puter as well as adding or removing additional routes to the local routing table.

NBTSTAT
Nbtstat is used to obtain information about a local machine and the devices it is connected 
to, based on NetBIOS names. Figure 12-17 shows the result of the nbtstat command in a 
DOS/Windows environment.

Figure 12-16

Route (DOS/Windows)

CERTIFICATION READY
What does the route 
command do?
4.3

Figure 12-17

Nbtstat (DOS/Windows)

NetBIOS names are based on older Novell and Windows systems and are not used by Linux. 
For this reason, there is not an nbtstat command for Linux. Nbtstat is good for determin-
ing the NetBIOS name for specific Windows computers and connections. As Novell and 
Windows no longer use NetBIOS names for creating network IDs, nbtstat is no longer in 
common usage. However, if you encounter older Novell networks, it may come in handy to 
be familiar with nbtstat.
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NETSTAT
Netstat is a command-line tool that is used to display information about network connec-
tions, routing tables, interface statistics, masquerade connections, and multicast member-
ships. Depending on what parameters you use, you can get quite a bit of information about 
a computer using the netstat tool. This tool is also one of those CLI tools that works in both 
the Linux/UNIX and the DOS/Windows environment, making it even more useful. To show 
the diversity of netstat, take a look at Figures 12-18 and 19. Figure 12-18 shows a screenshot 
of netstat in the Linux/UNIX environment and all the active protocols and sockets on a local 
computer. Figure 12-19 is a screenshot of netstat in a DOS/Windows environment.

CERTIFICATION READY
What is nbtstat? What 
information does nbtstat 
provide? Is there an 
equivalent tool for Linux?
4.3

Figure 12-18

Netstat (Linux/UNIX) showing 
all the active protocols and 
sockets on a local computer

Figure 12-19

Netstat (DOS/Windows) 
 showing all the open TCP ports 
on a local computer

The Figure 12-19 netstat screenshot is from a DOS/Windows environment and shows all the 
open TCP ports on the local computer. As you can see from these two figures, netstat is a 
good tool for identifying open ports and active protocols on a local computer.

CERTIFICATION READY
What is netstat? 
How is it used? What 
information does netstat 
provide?
4.3
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CONNECTIVITY SOFTWARE
Connectivity software is a broad category of software that refers to programs that are used to 
connect computers or other types of electronic devices to another computer or a network. 
Most connectivity software is usually specifically designed for the device it is being used to 
connect and is hardware dependent. Connectivity software also usually comes with a test 
component to verify that the device is connected to a computer or network and to help deter-
mine the problem if a device is not connecting like it should.

Hardware Tools

Hardware tools refer to tools that physically exist as opposed software programs. In this 
 section, we examine several types of hardware tools and how they can be used to troubleshoot 
and fix a network.

CABLE TESTER
A cable tester, as the name suggests is a tool for testing cables. Cable testers come in a wide variety 
of shapes and designs, but they all have one thing in common. They are devices that are intended 
to test the connectivity of various cables as a whole as well as any subcomponents within them. For 
example, a cable tester like the one pictured in Figure 12-20 is used to test twisted-pair cabling.

This cable tester is able to test all the pairs in a twisted-pair wire. It is designed to be compact 
and portable. This cable tester is designed specifically for testing patch cabling in twisted-pair 
networks. In comparison, the cable tester shown in Figure 12-21 is more diverse and can be 
used for testing a wide variety of cables.

Figure 12-20

Twisted-pair cable tester

Figure 12-21

Cable tester designed to test 
a large variety of cable wires
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This cable tester is much more diverse than the one in Figure 12-20 and is designed to test 
pretty much any copper cable that may be used on a personal computer. This cable tester can 
also get power from either batteries or an external converter. There are other cable testers that 
are designed to test fiber-optic cables.

All cable testers are designed to run some specific test. Most are designed to test for continu-
ity. They test to make sure that there is a continuous connection from one end of a cable 
to the other on each wire that makes up the cable. Most cable testers are also made to test 
whether the wire on one end, matches up with the correct wire on the other end. The way 
the wires match up on one end as compared to the other end depends on what kind of cable 
is being tested and what the appropriate specifications are for that cable.

If a cable does not match the specifications it is designed to match and the two ends of a wire 
do not go where they are supposed to go, bad things can happen. At best, if the cable ends to 
not match specifications, the cable will not be able to carry data. At worst, it is possible that 
the cable or more likely the device connected to the cable can be destroyed because the ends 
do not match up. In this last scenario, if a wire that is intended to carry power connects to a 
pin on the device that is intended to carry data, the data portion of the device could be fried.

Cable testers can be used to verify that the cables being used on a network are good. If a 
tested cable turns out to be bad, then you can replace it with a cable that you can verify as 
good before you use it.

PROTOCOL ANALYZER
We have already looked at one type of protocol analyzer—Wireshark, which was software based. 
Now we will look at a hardware-based protocol analyzer. This type of protocol analyzer works just 
like the software one does in that it captures and analyzes packets as they pass across a network. 
The difference is that a hardware-based protocol analyzer does not require a full computer to be 
connected to the network in order for it to function. A hardware-based protocol analyzer is an 
entirely self-contained system that has all the software it needs built into it. To use this type of 
protocol analyzer, simply connect it to an available data jack and turn it on. From there, it will 
begin to analyze the packets that flow by the jack to which it is connected. A hardware protocol 
analyzer also automatically runs specific tests on the network and the protocols on it to see how 
they are working. Finally, there are also predefined tests that you can run on a hardware-based 
protocol analyzer that are chosen by selecting them from a menu or by pushing a button.

Hardware protocol analyzers are useful because they can test a network to see if different seg-
ments on that network meet the specifications needed to run different types of data networks. 
For example, you have a network that was originally created to run 100 mbps Ethernet. 
However, when you built the network, you actually used Cat 6 cabling because that was what 
was most readily available. Now you want to see if you can upgrade your equipment to gigabit 
Ethernet. You can use a hardware protocol analyzer to verify that the network is able to sup-
port gigabit Ethernet. If you find it is not able to support gigabit Ethernet, then you have to 
consider if it is worth rewiring your network to support gigabit Ethernet. However, if you find 
that it will support gigabit Ethernet, you can proceed to buy the new equipment accordingly.

While there was a time when protocol analyzers were large bulky devices with their own 
screens and all, they have gotten much smaller. Today most protocol analyzers are smaller de-
vices that can fit in your hand and connect to a computer on one side via a USB port and the 
network on the other side via an RJ-45 or other type cable.

CERTIFIERS
A cable certifier is a device used to certify that the cables in a network configuration meet the 
required physical specifications. Remember that protocol analyzers test a network for use with a 
specific protocol. A certifier on the other hand, is designed to verify that the cable in question 
meets the physical functional requirements. Some of the things that certifiers can  verify are the 
physical properties of the cable, the signal carrying properties of a cable, the length of a cable, 
where connections are made within a system, and many other physical properties. The certifier 
shown in Figure 12-22 is able to certify both copper and fiber-optic cables.

CERTIFICATION READY
What is a cable tester? 
What is it used for?
4.2

CERTIFICATION READY
What are cable certifiers? 
How do they differ from 
cable testers?
4.2
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TIME-DOMAIN REFLECTOMETER (TDR)
The main use for Time-Domain Reflectometers (TDRs) is to test cables that are in 
place. A TDR is not only sonar for copper cables and other connections. When you 
connect a TDR to a metal cable it will send an electrical pulse down the wire. The re-
sponse back tells the TDR if there is a fault in the wiring somewhere and exactly how 
far down the cable the fault is located if there is one. TDRs can also be used in metal 
circuit boards and can tell where faults may be in the circuit board. Some cable certifiers 
like the one shown in Figure 12-22 have TDR capabilities built into them. Figure 12-23 
shows a TDR.

Figure 12-22

Cable certifier

Figure 12-23

Time-Domain Reflectometer 
(TDR)

OPTICAL TIME-DOMAIN REFLECTOMETER (OTDR)
An Optical Time-Domain Reflectometer (OTDR) is basically a TDR for fiber-optic cables. 
It works the same way as a TDR, except that it is designed for fiber-optic cable instead of 
copper cables. The cable certifier shown in Figure 12-22 also has OTDR capabilities.

CERTIFICATION READY
What are TDRs and 
OTDRs? How are they 
related? How are they 
different?
4.2
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MULTIMETER
A multimeter is a device that is designed to take several types of measurements, which is why 
it is called a multimeter. Most multimeters are able to measure voltage, amperage, resistance, 
and continuity. Many multimeters also are able to test other types of measurements as well 
such as temperature. Figure 12-24 shows a basic multimeter that also has the ability to mea-
sure temperature.

Figure 12-24

Multimeter

One thing you can do with a multimeter is troubleshoot the power supply in a network 
device. This is important because many times when motherboards or other components go 
bad, it can be traced back to a bad power supply. If you replaced the component that went 
bad, but did not replace the power supply that was the cause of the component going bad, 
then you will have another bad component. By testing the power supply with a multimeter 
whenever a major component, such as a motherboard goes out, you can prevent the loss 
of the replacement component by determining that the power supply was the cause of that 
 component’s failure.

THROUGHPUT TESTERS
A throughput tester is usually a device or software program that is used to test how fast data 
is actually passing through a network connection. Throughput testers can be hardware devices 
or software programs, but they both serve the same function, which is to test the throughput 
of a network connection. 

Hardware throughput testers are used when network wiring is first run in a site where net-
work wiring is being run. Throughput testing is usually one of the functions of a cable certi-
fying device and is used to prove that the installation meets the requirements to match up to 
the specific standard the site is intended to conform to.

Software throughput testers are more often used after a network is in place. The reason software 
throughput testers are used to verify that a network connection is still running at the speed it 
is supposed to after time. Another reason to run a software throughput tester is to verify that a 
network is still operating at the expected levels after additions or changes have been made to it.

There are a number of software throughput testers found online. One such software through-
put tester is found at www.speedtest.net. This website can be used to test how fast your home 
Internet connection is or even how fast the internet connection at work runs, provided the 
test has not been blocked by the company.
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Software throughput testers use different methods to test the throughput of a connection. 
The best way to find out what method is being used to test the connection is to read any 
documentation that may be on the website of the throughput tester you are using. Two com-
mon methods are to use Ping request to test the connection and to time how long it takes to 
download and/or upload a file of known length. Both methods can tell what the throughput 
of a network connection is, but there are also other methods available as well.

TONER PROBE
A toner probe is a tool that is used to find the end of a long run of a specific cable. Generally 
speaking, a tone generator is connected to one end of the long run and turned on. The techni-
cian then goes into the switch room where the various cable runs terminate and waves the wand 
of the toner probe over the different terminations until she is able to pick up the tone that is 
generated by the tone generator. This lets the technician know that the cable she is picking up 
the tone on is the termination point in the switch or patch panel for the cable she is trying to 
find the end of. Figure 12-25 is a picture of a tone generator and its accompanying wand.

This device is used to troubleshoot a network by finding where different cables from the floor 
or elsewhere within the company terminate in the switch room. This is especially important 
because many times a jack on the floor will not match up to the location on the switch or 
patch panel it is supposed to. When this happens, it becomes necessary to determine the true 
point on the patch panel or switch at which a cable terminates.

BUTT SET
Butt sets, also called lineman phones, are devices used in telephone communications that 
allow a technician to connect the butt set to any phone connection and use that connection 
like a regular phone, or to test the connection to make sure it is working. These devices often 
look like miniature phone handsets with alligator clips hanging off them. These alligator clips 
are used to connect to the existing phone line.

PUNCH DOWN TOOL
A punch down tool, or punchdown tool, is intended to terminate wires on a 110 block or 
a 66 block. These are the connections that are generally found on the back of patch panels 
where the cables going out to the wall jacks are connected. This tool is also generally used 
to terminate the wires into an RJ-45 jack as well. Figure 12-26 shows what a punch down 
tool looks like.

Figure 12-25

Toner Probe and Tone 
Generator

CERTIFICATION READY
What is a toner probe? 
What is it used for?
4.2
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Figure 12-26

Punch down tool

CABLE STRIPPER
Cable strippers come in all shapes and sizes. However, they all have the same function; they 
are used to strip the insulation off of a cable for various purposes. The shape and size of a 
cable stripper is greatly dependent on the type of cable it is designed to strip. As you can see 
from Figure 12-27, there are many varieties of cable strippers available, each specialized for 
stripping a certain type of cable.

SNIPS
Snips, also known as wire cutters and telecommunications scissors, are handheld devices that 
are intended to cut wire, wire ties, and other similar things. Figure 12-28 is a picture of kind 
of wire cutter, or snips, known as telecommunications scissors. These are very versatile and 
can also serve reliably as a cable stripper.

Figure 12-27

Multiple cable strippers

Figure 12-28

Telecommunications scissors
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CRIMPER
Crimpers are devices used to attach connectors to the end of a cable. In the lab in Lesson 
3 a RJ-45 crimper was used to attach the RJ-45 connectors on the UTP cables created in 
that lab. Other types of cables require crimpers of different designs. Even many fiber optic 
connectors use crimpers to attach fiber optic connectors to the ends of fiber optic cables. 
If a crimper is designed for a specific cable or connector type, that cable or connector type 
are the only type of cable or connector typr that specific crimper can be used used with. 
Occasionally it is possible to find crimpers which have multiple removable dies that come 
with them. In this situation the crimper can be used on all the cable and connector types it 
has a removable dies for.

VOLTAGE EVENT RECORDER
A voltage event recorder is a device that is designed to monitor electrical circuits and look for 
problems in the electricity coming though the circuit. Voltage event recorders can detect and 
report a number of electrical conditions—power sags, power swells, transient power events, 
outages, and spikes or other variations in the power system. The ability to detect these types 
of events is important because when a network problem happens during one of these events, 
if you know about it, you will be more able to diagnose what went wrong with the network 
device that failed. The failure could be directly connected to the voltage event recorded. 
However, if you do not know about the event, you cannot make the connection between the 
event and the problem you are troubleshooting.

ENVIRONMENTAL MONITOR
Environmental monitors are devices used to monitor the area in a building where equipment 
sensitive may be located. The types of conditions these monitors look for are conditions that 
are detrimental to the equipment located in the room being monitored. It is common to have 
environmental monitors in switch rooms, server rooms and other such locations. Items such 
as fire alarms and smoke alarms are the first types of environmental monitors we may think 
about. However, there are environmental conditions other than fire and smoke that may be 
detrimental to computer equipment. Two such detrimental environmental conditions are 
temperature and humidity.

Temperature monitors are important because when electronic devices rise above a certain 
temperature they begin to act unreliably. The interesting thing about temperature and elec-
tronics is that before a device gets hot enough to quit functioning all together, it first begins 
to send incorrect signals. This can result in electronic equipment that behaves in strange and 
unexpected ways and gives intermittent errors instead of constant errors. When problems 
occur intermittently rather than continuously, it makes things much more difficult to trouble-
shoot. One way to avoid this is to use temperature monitors in your electronic and network-
ing devices. If the temperature in a device begins to rise above a certain level, you need to 
find some way to cool it down before the problems start.

Room temperature monitors are a type of temperature monitor that is useful for networks. 
The hotter a room is, the more difficult it is for electronic equipment to cool itself. In a 
warmer room, electronic equipment cannot cool as fast or as much and the problem men-
tioned earlier about heat will become a reality. If a room begins to warm up above a certain 
level and the alarm on your room temperature monitor goes off, then you can take steps to 
cool that room and determine why the room is so much warmer than normal. Without room 
temperature monitors in place, you may not know the room is warming up until problems 
begin to manifest on the network.

Related to temperature monitors are humidity monitors. Humidity monitors keep track of 
the amount of humidity in the air inside a monitored room. This is important the same way 
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that temperature is important. The more humid the air becomes, the less that air can dissipate 
heat. For this reason, when a room with electronic equipment becomes humid, it is more dif-
ficult for the equipment in that room to dissipate heat into the air and the equipment begins 
to run hotter. This leads right back to the problem of electronic networking equipment be-
having erratically when components are too hot. If the humidity monitors in a room begin to 
go off, steps need to be taken to reduce the humidity in the affect room. Also, if a room that 
has not had a past history of being humid starts to become so, you need to discover why and 
take steps to correct the problem.

■ Troubleshooting Actions

THE BOTTOM LINE 

In this last section of Lesson 12, we discuss different actions—both basic and advanced—
that should be taken when troubleshooting.

While there are no one-size-fits-all solutions in troubleshooting, there are certain actions you 
can take in troubleshooting to narrow down the scope of the problem you are attempting to 
resolve. In the remainder of this lesson, we examine what actions you can take to help narrow 
down a troubleshooting problem.

Basic Troubleshooting Actions

There are two levels of action you can take when you find yourself in a troubleshooting situa-
tion. The first level includes basic actions. These actions are easy to do and do not require any 
special equipment.

CHECK FOR PHYSICAL PROBLEMS
The first basic check should be for physical problems, which includes things like cables not 
being connected or plugged in, power switches being turned off, cables being cut or broken, 
jacks being pulled out, non-boot disks being in boot drives, and other such problems. Ironically 
enough, physical problems like the ones listed account for a large percentage of all the problems 
you may come across. Given that large percentage, it is always a good idea to make a check for 
physical problems first.

LOOPBACK TESTING
In loopback testing, a specially designed connector is attached to a physical port that allows 
a signal to be sent back to the device that initially sent the signal. This tests the port to make 
sure that it is physically functional. Loopback testing can be done on any type of port and is 
an important step in troubleshooting because it allows you to verify the functionality of the 
port itself. If the port does not work, then you have already found a large clue as to what the 
problem is.

Although we said that basic testing does not require any special tools, loopback testing is 
something of an exception to this. Some devices require a special loopback connector to do 
this test. However, many devices, including almost all modern NICs, actually can have a 
loopback test run on them without the need of the specialized loopback connector.

Figure 12-29 shows the wiring of a RJ-45 loopback connector. Notice that the send pin is 
connected to the receive pin, (pin 1 to pin 3) and that the receive pin is connected to the 
send pin (pin 2 to pin 6).

CERTIFICATION READY
Given certain situations, 
what actions should 
you take? What tools 
are available to use 
when specific situations 
come up?
4.2
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Figure 12-29

RJ-45 loopback connector

1 2 3 4 5 6 7 8

PING TESTING
Ping testing is a series of tests that you can do using the ping command discussed previously. 
In ping testing, the first IP you should ping is 127.0.0.1—the loopback IP. You ping the 
loopback IP to verify that the equipment is physically functional, the TCP/IP protocol is in-
stalled and running on the computer, and the computer is able to find the NIC. If a loopback 
ping does not work, there may be something physically wrong with the NIC or the TCP/IP 
protocol suite may not be working.

The next IP you should ping is the IP of the computer you are testing, which allows you 
to verify that the drivers are working properly and that the NIC knows what its IP should 
be. If this test does not work, it indicates that there may be problem with the driver for 
the NIC.

Next you should ping the gateway to which the computer is connected, which lets you verify 
that the computer can communicate with a device somewhere else on the same segment as 
the computer you are testing. This test also verifies that the computer you are testing can send 
and receive packets outside of the NIC. If this test does not work, it could indicate a problem 
somewhere on the local segment, which may be an indication that the switch or the router 
containing the gateway is down.

Next you should ping a device beyond the gateway. You run this test to verify that devices on 
the other side of the gateway can be successfully reached. If this fails, it could indicate that 
there is something wrong with the router containing the gateway or possibly that a configura-
tion somewhere on the network is incorrect.

Finally, you need to ping the IP of the DNS server to verify that the DNS server is up and 
running. If this test fails, it could indicate that the DNS IP you have on your computer 
is incorrect or that the DNS server is down. To verify whether the problem is the DNS 
server or something else, you can ping the IP address of a known website. If you can ping 
the IP address of a known website but cannot ping the DNS server, then the problem is 
the DNS server.
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TRACE ROUTE TESTING
Trace route testing is a variation on ping testing. If you are unable to ping a device beyond 
the gateway, you can determine where the actual problem is by performing a traceroute on an 
IP address that you know for a fact is beyond the local network, which will give you a list of 
good IP addresses. This also tells you where the IP addresses stop working. By knowing this, 
you can identify where the problem is. If a traceroute reaches a specific router and then goes 
no further, the problem is on the other side of the last good IP address. This gives you a very 
good location to start from when trying to determine why the network is not working.

Advanced Troubleshooting Actions

If the basic actions that have been discussed so far do not help you determine where a net-
work problem is, then you need to take some more advanced actions to test the network. 
Alternatively, if the basic tests do give you a good idea about where to start looking for the 
problem, then you may need to take some of the more advanced troubleshooting actions to 
narrow the possibilities down. The next few sections of Lesson 12 will be about some of those 
more advanced troubleshooting action you can take to test a network.

CABLE TESTING
If your initial testing indicates that there is something wrong with the cabling, but does not 
give enough specifics, you can run a cable test. A cable test requires that you use a cable tester 
as discussed earlier. This would primarily test patch cables and other types of cables. If you 
wish to test longer cable runs, a different type of testing is required.

There are several types of problems that can be revealed using cable testing. You can verify the 
pin out of the cable. Sometimes when a patch cable is bought or created, some of the wires 
in the cable may be connected to the wrong pin or pins. If this is the case, then the network 
device using the cable will not be able to communicate to the network. If ping shows that the 
loopback test and the NIC IP test work, but the other tests do not, that could indicate a cable 
problem like the one just described.

Another problem that a cable test may reveal is if the wrong type of cable is being used. 
Sometimes, when a person hooks up a new computer to the network, he will pick a cable 
from a pile of patch cables to connect the computer to the local jack. That pile of patch 
cables may contain patch cables of more than one type. If the person selecting the patch cable 
does not verify that he is choosing a straight-through cable, for example, he may pick up a 
crossover cable instead. When that happens, the computer will not be able to connect to the 
network. Cable testing allows you to catch this mistake.

Bad cables
A very basic type of problem you may run into when testing cables is bad cables. Simply put, 
bad cables are cables that do not carry the signal in the way they are intended to. This can be 
caused by several things. 

One common cause of bad cables is rodents or other animals chewing on them. When this 
happens, the cable often loses its insulation covering and sometimes can be bitten in half. 
When a cable looses it insulation or is bitten in half the cable can no longer be used to carry 
signals. Once an animal gets a hold of a cable, the only real solution is to replace the cable. 

Another situation that may cause a cable to go bad is simply wear and tear on the cable if it 
is exposed. Like in the case of the animal, cables that become bad through wear and tear also 
need to be replaced. Power surges though a cable can also result in the cable becoming bad. 
Again, the way to fix this is to replace it. 

Aside from the causes mentioned, environmental factors can also cause a cable to go bad. 
Some of these environmental factors are humidity, heat, water, and even constant direct sun-
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light. When running cables initially it is a good idea to be aware of the type of environment 
the cable will have to survive in and purchase cables that have been designed for that specific 
environment. While this may cost more in the short term, in the long term you will end up 
saving quite a bit of money. It is almost always cheaper to run the correct type of cable in the 
first place than it is to replace cables that are already in place.

Improper cable types
Improper cable types can be something as simple as having coaxial cable when UTP cable 
is needed or single-mode fiber optic when multi-mode fiber optic is needed. However, with 
good planning this type of situation can be avoided. 

A more difficult situation where improper cable is used is when the wrong type or specifica-
tion of a specific cable is used. A good example of this is the coaxial cable used in cable televi-
sion. Many times the cable used to carry the signal from one cable provider may not work in 
the case of a different cable provider. In this situation it becomes necessary to run a different 
type of cable when changing cable providers. 

Another situation is where a specific type of cable was run originally to meet the needs of a 
company’s network requirements that can no longer do so because of changing technology. 
An example of this type of situation would a company that ran CAT 3 cable in the early or 
mid 90s for their 10 megabit network, but now want to upgrade their network to 1 gigabit. 
In this situation, it is not possible to use the existing cables to meet the needs of the company. 
In this situation it is necessary to replace the entire cable infrastructure to meet the company’s 
new requirements. This is one of the reasons why it is considered good building methodology 
to purchase the most advanced cables available even if the cable you purchase is way beyond 
the needs of your current network requirements. Sooner or later the company will want to 
upgrade to whatever the newest technology is and when that happens you and your company 
will be very glad you went with the higher end cable.

PROTOCOL ANALYZING
Protocol analyzing is the act of running a protocol analyzer on the network. You do this to 
verify that the network is able to pass certain protocols such as gigabit Ethernet or if it has to 
be rewired before you can run it.

Running a protocol analyzer on the network can also give you a picture of what is going on 
with your network. For example, if the network seems to be running too slow, you can run 
a protocol analyzer to look for suspicious network activity. A protocol analyzer can reveal if a 
particular computer is pushing out packets at a constant rate and therefore slowing down the 
network by congesting it. The computer throwing out the packets could have a bad NIC, or it 
could have some type of malware on it causing it to behave in this way. Either way, by running 
a protocol analyzer on the network, you will be able to see this type of suspicious activity.

TIME-DOMAIN REFLECTOMETER (TDR)
If you feel you have a cabling problem on your network, but you have tested all your patch 
cables, then it may be time to pull out the TDR. This device is used to test longer copper 
cable runs to verify that there are not breaks in the network cable. If there is a break in the 
network cable, the TDR will be able to spot it and tell you the approximate location of the 
break. You then have the option of physically splicing the break, running a replacement cable, 
or activating a cable you ran when you built the network but did not utilize because you 
wanted to use it for a reserve, depending on the situation you are in. Optical TDRs serve a 
similar function for fiber-optic cables.

Running extra cables as a reserve is a very good practice to get into when you are initially wir-
ing a network. The idea behind running a couple of reserve cables to every location on the 
network is to have backup cables in case one goes bad. It is very difficult to run a single cable 
if the walls and jacks are already in place. It is much easier to run a few extra cables to each 
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general location in a network to use as an in-place reserve should the extra cables be needed to 
take up the slack for a bad cable or if the network location needs to be expanded unexpectedly.

SWITCH AND ROUTER CONFIGURATION TESTING
Sometimes the problems on a network are not physical problems like the ones we have 
already mentioned. Sometimes the problem is in the configuration of the routers and/or 
switches on a network.

In the case of switches, a particular port on a switch may be configured for VLAN 3 when 
the computer connected to that port needs to be in VLAN 4. In that case, you can either 
move the cable or reconfigure the VLAN. Also, sometimes network engineers find it necessary 
to reconfigure the switches and the VLANs because the needs of the network have changed. 
Whenever a major reconfiguration of this type takes place, there is a good chance that some-
thing will get missed and a computer that could access the network before will no longer be 
able to. In those instances, you need to go back and reevaluate or test the new configuration 
to determine why a certain computer or group of computers were missed and to correct the 
network accordingly.

All of this is also true of routers. Occasionally a router somewhere on the network may go 
down and access is cut off to that part of the network. When this happens, it sometimes 
becomes necessary to reconfigure one or more routers to bypass the failed router. Another 
reason the routers on a network may need reconfiguring is when a new section is added to 
the network or two previously unconnected networks are now being connected. Like with 
switches, when a reconfiguration takes place, there is always a chance that the person doing 
the reconfiguring may make a mistake. They may lead to a wrong interface, IP address, sub-
net mask, network ID, or some other such mistake. When this happens, a portion of the 
 network becomes unavailable. To determine the problem, the network engineers have to test 
the router configurations to see where the error was made.

Mismatched MTU
MTU stands for maximum transmission unit and is the maximum size packet that a spe-
cific protocol is able to accommodate when transmitting on a network. Different protocols 
have different MTU sizes they will accept. A mismatched MTU can mean one of two 
things. It could mean that the MTU being sent by a computer is greater than the protocol 
being used to handle the MTU is able to support. Alternatively, it can mean that one side 
of a network connection is expecting an MTU of one size, but is receiving an MTU of a 
different size. 

When a problem similar to either of the ones just mentioned occurs, the devices communi-
cating with each other are forced to change the size of the MTU they are using to accommo-
date the setting on the other end of the connection. This can result in lots of extra processing 
going on inside the transmitting and receiving devices. This slows down the device’s ability 
to handle in coming traffic and can even in some cases result in the sender or receiver loosing 
the ability to transmit data. When configuring connectivity devices such as routers, switches, 
or NICs you should take the effort to ensure that all devices on the network are expecting 
MTUs of the same size. Fortunately many if not most modern devices automatically regulate 
MTU size thus ensuring that all MTUs on the network are the same.

MTU black hole
An MTU black hole occurs when a device on a network transmits a packet that is larger than the 
possible MTU size of the protocol carrying the packet. When this happens, the packet is normally 
broken up into smaller packets and they are able to still be received successfully. However, on occa-
sion the IP packet that exceeds the MTU of the IP protocol also has a flag that does not allow the 
packet to be broken up into smaller packets. In this situation the destination of the packet is des-
ignated as unreachable. An MTU black hole is a router or other device that has been set to such as 

CERTIFICATION READY
What is meant by the 
term mismatched MTU? 
What is an MTU black 
hole?
2.5
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small MTU that all the packets received by that router are rejected as too big. One way to resolve 
this issue is to re-configure the router or other device with a larger MTU.

Bad modules
Many modern routers and switches have modular expansion cards just like computer do. 
With these modular expansion cards, additional capabilities can be added to the router or 
switch receiving the expansion card. However, on occasion those expansion cards can be bad 
because of power surges, heat, humidity, or simply because they wore out. Should this happen 
it becomes necessary to replace the bad card or cards with a new one.

SFPs. SFP stands for small form factor pluggable module and is sometimes referred to as 
a Mini-GBIC. SFPs are transceivers that are used in routers and switches to support a large 
variety of media technologies. These transceivers usually come in the form of a single port 
connection and are hot-swappable.

GBICs. GBIC stands for gigabit interface controller. GBICs have a larger form factor than 
SFPs, but are otherwiseused in the same manner. Like SFPs, GBICs are pluggable and hot 
swappable. 

Power failure
Power failure is an obvious switch or router problem that is surprisingly common. Power 
failures can because by natural disasters, problems with the electric company, or even by 
squirrels stepping on the wrong parts of a transformer sitting on a power pole. Because rout-
ers and switches like other computing devices require software to be running in memory 
before it can be used. However, if power fails, then the memory is not refreshed resulting in 
the loss of the ability of the router or switch to continue to do its job. With this limitation 
in mind, many companies have some form of backup power available for their switches and 
routers. This usually takes on a two-stage solution. An UPS, uninterruptible power sup-
ply is connected to the router or switch that is able to keep it up for a limited amount of 
time. While the UPS is keeping the switch or router up the company’s standalone generator 
kicks on and provides the power requirements for the building until the main power can be 
brought back on. 

However, such elaborate scenarios as just described are not the only power failures you have 
to worry about. Another power failure that is actually more common is the power failure that 
occurs when a router or switch is accidentally turned off or unplugged. When a router or 
switch stops functioning for no apparent reason, it is always a good idea to first check to see 
if it has been turned off or unplugged before beginning more elaborate troubleshooting mea-
sures. It is surprising how often something as simple as turning the router back on or plug-
ging it back in will resolve the issue of a non-functioning router or switch.

■ Common Connectivity Issues

THE BOTTOM LINE 

We examine common connectivity issues in this section of Lesson 12. First, we take a look 
at common physical issues related to connectivity, next we discuss logical connectivity 
issues. Finally, we examine common connectivity issues found in wireless networks.

Connectivity issues have to do with a network computer or device being unable to commu-
nicate or connect to the rest of the network. These connectivity issues come in two types—
physical and logical issues. We examine both types of connectivity issues in this lesson. Keep 
in mind that no matter whether a connectivity issue is physical or logical in nature, there are 
several common causes that account for a significant percentage of connectivity issues. We 
inspect some of these common issues in this section of Lesson 12.

c12NetworkTroubleshooting.indd Page 452  1/27/12  1:31 PM user-f501c12NetworkTroubleshooting.indd Page 452  1/27/12  1:31 PM user-f501 F-401F-401



Network Troubleshooting | 453

Physical Issues

Physical issues mean something is physically wrong with the network. This could be related 
to the length of cable runs, proximity of cables to each other, electromagnetic interference, or 
any number of other issues.

DB loss
DB loss stands for decibel loss and refers to the signal over a connection becoming weaker or 
even disappearing. There are many things that can cause db loss. Anytime something happens 
that results in the signal being sent across the connection becoming weaker or disappearing, db 
loss has occurred. As such physical issues such as bad connections, bad wires, cross talk, attenua-
tion, even collisions can result in db loss. All of these situations and more are discussed below.

BAD CONNECTORS
One physical issue is bad connectors. When connectors are bad, you may get an intermittent prob-
lem or no signal at all. When a connector goes bad it is necessary to replace it with a good one.

BAD WIRING
Bad wiring is similar to bad cabling we discussed above and will result in intermittent signal 
problems or no signal at all. When wiring goes bad, full replacement is usually the best solution.

SPLIT CABLES
Split cables occur when one or more wires in the cable are separated from the other wires in 
the cable and can no longer carry a signal. When this happens the cable needs to be replaced. 

Another type of split cable occurs when two different connectors are run off the same cable 
but using different wires in the cable. Many times older network configuration will allow 
splitting off more than one connector from a single cable, however, when it comes time to 
upgrade the system, split cables can result in the signal not getting where it needs to go. 
When this happens, the cables that have been split off to carry two different signals often 
have to be replaced by two separate cables to do the same job.

TXRX REVERSED
TXRX stands for transmit signal and receive signal. When TXRX are reversed this means 
that the transmit wire is connected to the receive wire on the other end of the cable and the 
receive wires is connected to the transmit wire on the opposite end. If you are attempting to 
create a crossover cable as discussed in Lesson 3 this is good and expected. However, if you 
are simply attempting to connect two devices up to a network this can cause a problem. If the 
cable is a short patch cable then the cable with the crossed transmit and receive wires needs to 
be replaced. If the cable with the crossed transmit and receive wires is part of  a longer cable, 
then the current connector needs to be taken off and a new connector placed on the crossed 
end with the correct wires going to the correct pin locations. 

CABLE PLACEMENT
Cable placement is important because you do not want to run a cable in area where there is 
electromagnetic interference to disrupt the signal. In order to avoid this, cables should not be 
placed near electric motors, run alongside wires carrying large amounts of power, or across 
florescent lights. All of these things can disrupt the signal in a copper cable through EM.

CROSSTALK
One physical issue that you may encounter in a network beyond physical problems with the 
cables is crosstalk. This is where the signal in one wire interferes with the signal in another 
wire. When this happens, the signals in both wires are impacted and both are weakened. The 
result of this is that a signal is not able to travel as far down the wire as it should or the pack-
ets being sent down the wire could be  corrupted and possibly lose their content.

CERTIFICATION READY
What is crosstalk and 
how would you go about 
diagnosing it?
3.6
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CERTIFICATION READY
What causes 
attenuation? What steps 
can be taken when 
attenuation is an issue?
3.6

A good way to think about crosstalk is to think about AM radio stations—when you are 
moving out of range of one radio station and moving into range of another radio station that 
uses the same channel, you can kind of hear what is being said on both radio stations but 
not clearly. That is a form of crosstalk. In computers, crosstalk occurs when two wires are too 
close together or are not shielded well. However, the result is the same. Just like with the two 
radio stations, you will not be able to clearly hear the information that is passing down the 
two wires. We discuss two types of crosstalk—nearing crosstalk and near end crosstalk.

Nearing crosstalk
Nearing crosstalk is more commonly called alien crosstalk (AXT). This type of crosstalk 
 occurs when two or more data cables are brought too close together. When this happens, 
the signal in one cable bleeds over into the other cable resulting in the signal of both cables 
being corrupted. Alien crosstalk can also occur when a data cable is brought too close to a 
cable belonging to a power circuit or ballast in a florescent light. These two items as well as 
other types of items give off large amounts of electromagnetic interference (EMI) or noise. 
Excessive EMI can result in the signal on a data cable being washed out to the point that the 
receiving network device is not able to understand the contents of the packet.

The best way to deal with this type of crosstalk is to be careful where you run data cables. 
Avoid placing them alongside wires carrying power for the facility. You should also avoid 
draping the data cables across florescent lights, especially their ballast. Finally you want to 
avoid placing your data cables too close to any other source of EMI as well, such as fan 
 motors or similar items.

Near end crosstalk
Near end crosstalk (NEXT) occurs when the signal of one cable is heard on another cable. This 
type of crosstalk is not only corrupting the signal; it is actually overriding the other signal. The 
most likely cause of this type of crosstalk is a poorly constructed patch cable. Near end cross-
talk can occur when an RJ-45 connector ends up with two wires forced into the same contact. 
This usually manifests itself on a cable tester as two signals being seen on the same pin.

ATTENUATION
Attenuation, as previously discussed, is the gradual weakening of a data signal over time and 
distance. All forms of network media have attenuation. However, the amount of attenuation 
over a set time and/or distance depends on the media being used. Fiber-optic cables have the 
lowest attenuation rates, while Wi-Fi and other types of wireless media have the highest.

In copper cables, this problem usually shows up as a progressive loss of more and more 
 packets as you get beyond the range of data that the cable can reliably carry. In Wi-Fi envi-
ronments, attenuation usually manifests itself as lower and lower throughput data rates and a 
progressively weaker signal.

Attenuation becomes a problem with networks when there are devices located at the very end 
of the network media’s range or even slightly beyond. Attenuation shows up as lost signals, 
weak signals, dropped packets, lower data rates, a greater susceptibility to electromagnetic 
interference, and other similar symptoms. One thing to keep in mind about attenuation and 
EMI: the greater the EMI, the greater the attenuation. If EMI is sufficiently bad, it can even 
reduce the signal range of the media.

The way to work around the impact of EMI on network attenuation is to use network media 
that are less vulnerable to EMI. Fiber-optic cable is virtually immune to EMI. Shielded copper 
cable is the next least affected by EMI. Unshielded copper cable is third least affected by EMI. 
Finally WiFi and other wireless networking technologies are the most affected by EMI. This also 
means that the impact of what EMI is present is directly proportional to the media being used.

If you find yourself in a situation where attenuation is becoming an issue, there are a cou-
ple of things you can do about it. One, you can make shorter or more direct cable runs. 
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Alternatively you can boost or repeat the signal once attenuation gets to the point that it is 
on the verge of interfering with the signal. Keep in mind that this can only be done a few 
times before repeating the signal loses its effectiveness. Finally you can set up an additional 
Intermediate Distribution Frame (IDF) to connect the computers in the area of the network 
where attenuation is beginning to adversely affect data signals. An IDF is a switch room that 
is designed to be a central collection point for a network beyond the point where the net-
work originated. IDFs contain their own switches and are generally connected to the Main 
Distribution Frame (MDF) by fiber or some other type of high-capacity media. An MDF 
is the point of origin for an entire local network. An MDF is generally located at the point 
where any outside data signals come into a building to be distributed to other network de-
vices within the building. A large LAN has one MDF and as many IDFs as needed to make 
sure that clear clean signals are able to reach every part of the LAN.

Distance
Distance and attenuation are related issues. Attenuation becomes noticeable and can affect 
network performance when the distance a signal has to travel is further than the recom-
mended length of a cable for a specific specification. When a cable exceeds the recommended 
length, attenuation and other problems related to signal loss become more pronounced. If 
a cable needs to be longer than the recommended length, you need to change to a different 
standard that allows for a longer cable length or you need to place a device in between that 
can increase the strength of a signal such as a switch or a repeater.

COLLISIONS
Collisions are a regular part of Ethernet networks. When two different devices attempt to 
transmit at the same time over the shared media, a collision is inevitable. Ethernet, as we 
discussed in previous lessons is designed to take this into account and compensate for it. The 
problem occurs where there are too many collisions, which usually shows itself in the form of 
a very low throughput rate, many lost packets, or a noticeable slowing down of the network. 
There are several reasons that too many collisions can occur.

You may have too many collisions because you have too many devices on the same network 
segment. The solution to this is to break the large segment up into smaller segments using a 
switch or a bridge.

You could have too many collisions on a network because you have one end user using too 
much bandwidth on the segment and the other devices on the segment are having a hard 
time getting their packets moving across the network. A single end user can take up too much 
bandwidth doing several different things, such as downloading very large files such as videos 
or MP3s, watching a lot of streaming video, or playing multiplayer games on the company 
network. To pinpoint which end user and to find out what they are doing, it may be necessary 
to use a protocol analyzer to see where most of the packets are coming from and what those 
packets contain. Once you have identified the guilty end user, you can take steps to limit that 
person’s bandwidth usage and thereby curtail whatever activity required so much bandwidth.

Another reason a large number of collisions can appear on a network is because of a faulty 
network device. You may have a bad network device that is constantly broadcasting signals 
over the network. This is called a broadcast storm. To locate what device is making the net-
work storm, a protocol analyzer would again come in handy. Once you have located the de-
vice causing the broadcast storm, you can then take whatever steps you need to fix whatever 
problem there is with the device.

Not all broadcast storms are caused by faulty equipment. Viruses and other malicious software 
can also cause broadcast storms with the same result. Before you jump on that end user using 
too much bandwidth, you need to verify that the end user really is using the bandwidth. It 
may actually be some malicious software that has been snuck onto his or her computer caus-
ing the problem and the end user is unaware of it.
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SHORTS
Shorts can occur when wires carrying electrical signals or power physically touch each other 
after having their insulation worn off at the point where they make contact. The result is 
a signal that shorts out at that point and is not able to go any further. This problem often 
shows up as a lost connection. When a short takes place, the only viable option is to either 
reinsulate the wires or run new wires.

Shorts can also take place when a wire is cut. If a wire is cut, it can no longer carry an electri-
cal signal. There are really only two solutions to this problem. You can either reconnect the 
two parts of the cut wire by splicing them, or you can run a new wire.

TDRs are good devices for locating both kinds of shorts on a network. If you are using fiber-
optic cable, then you would use an OTDR.

OPEN IMPEDANCE MISMATCH (ECHO)
Impedance refers to a data cable’s electrical resistance. An impedance mismatch is where the 
resistance placed on the cable does not match the resistance of the cable. When this happens, 
the signal on the cable can be reflected back, which can result in collisions and other signal 
problems. If the reflection or echo is not too bad, it may just affect the attenuation of the 
network and still allow signals to get through. However, signal reflection can be so bad that it 
takes out any signal it is reflected back onto.

One way to minimize impedance mismatch on a network is to place a terminator on either 
end of the network cable. A terminator is basically a resister that is placed at the end of a 
network cable. The resister acts to absorb an excess electromagnetic signal, thereby preventing 
impedance mismatch and reflection.

INTERFERENCE
We have discussed various types of interference that network devices can cause in each other, 
but interference does not have to just come from other network devices. Any device that 
 contains an electrical motor can cause interference on a network. Even a fan sitting too close 
to a network device or computer can cause electromagnetic interference (EMI).

Interference that is caused by something external to the network is called environmental 
 interference. Environmental interference can be caused by something like the fan just 
discussed or by close proximity to high-tension power lines, large transformers, or gen-
erators. Close proximity to a powerful radio broadcast antenna can result in enough en-
vironmental interference to even interfere with the broadcast over an unshielded twisted-
pair network. Too many electrical devices pulling power from the same electrical circuit 
can also cause environmental interference. This is one reason that houses and offices have 
multiple circuits to meet all the electrical demands placed on them. Environmental inter-
ference can be caused by anything outside of the network that creates strong electromag-
netic fields.

The best way to avoid environmental interference is to make sure that you do not place any 
network cabling or network devices near sources of strong electromagnetic fields. If you find 
a device that is generating a strong enough electromagnetic field near a networking device, 
you should move either the network device, or the device creating the strong electromagnetic 
field, depending on which is more practical.

One the biggest causes of environmental interference you may encounter in the workplace is 
actually cell phones and similar devices. A way to see this is to have your cell phone near a 
computer with speakers on and then have somebody call you on it. When they do, you will 
hear a crackling or a popping from the computer speakers. That crackling or popping sound 
is caused by the electromagnetic interference caused by the power spike created when the cell 
phone receives the call. Small personal fans in the workplace have also been known to create a 
certain amount of electromagnetic interference.
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Logical Issues

Logical connectivity issues are the other type of connectivity issue we will look at. Logical 
connectivity issues usually have something to do with a configuration being wrong or incor-
rect somewhere on the network. The configuration issue can be on a local computer, switch, 
router, server, or some other network connectivity device. The main logical connectivity issues 
we examine here are incorrect IP addresses, incorrect VLANs, wrong subnet mask, wrong 
gateway, wrong DNS address, port speed, or a port duplex mismatch.

INCORRECT IP ADDRESS
Incorrect IP addresses can have a couple of different results depending on how incorrect the 
IP address is. If the IP address is simply a duplicate IP address on the network, then you will 
receive an error to the effect that there is an IP conflict on the network. This problem, what-
ever its cause, usually manifests itself in the form of an IP conflict error message. When you 
receive the IP conflict error, it means that there is another computer on the network with the 
same IP address as the computer that just showed the IP conflict error. When this happens, 
you can look around for another computer that displays the same error. Once you find that 
computer, you need to change the IP address on one of the affected computers. One of the 
ways that this error can come about is if one computer is set to DHCP and another computer 
is set to static IP. This situation can be resolved by changing both computers to DHCP, or 
by modifying the DHCP server to leave an exception for the IP that is static. By making the 
static IP an exception, DHCP will not attempt to assign that IP address to another computer. 
In the case of duplicate IP addresses, the affected computer can often still get on the network; 
it will consistently display the IP conflict error message.

When the incorrect IP address is so incorrect that it is not even in the same logical network 
as the rest of the computers in same physical segment of the network, the computer with the 
incorrect IP address simply will not be able to get on the network at all. When this happens, 
you need to go in and change the IP address to one that is in the same logical network as 
all the other computers in the same physical segment. Alternatively, you can set the affected 
computer to use DHCP. If the computer is already using DHCP, you need to check the con-
figuration of the DHCP server for the affected segment to be sure that it is only attempting 
to issue IP addresses in the correct range.

INCORRECT VLAN
If a computer is connected to an incorrect VLAN, several things can happen. If the network 
is segregated based on VLANs, then a computer connected to an incorrect VLAN will not 
be able to access those resources to which it needs access. Depending on how the VLANs 
are configured, a computer in the wrong VLAN could lose contact with needed resources. If 
connected to the wrong VLAN, a computer could also lose access to the Internet. Perhaps in 
certain situations, a computer could gain access to resources and information to which it is 
not supposed to have access. In some ways given the right circumstances, a computer gaining 
access to resources it should not have access to could be worse than not having access to re-
sources to which it does need access. Making sure everything is connected to the right VLAN 
is a very important function of a network administrator or support specialist.

An incorrect VLAN can be either a physical issue or a logical issue. If you remember from 
Lesson 6, VLANs are often grouped based on port locations on a switch. If the patch cable 
from a wall jack is connected to the wrong port on a switch, it could be connected to an in-
correct VLAN. In this situation, once you have located the error, all you have to do is move 
the patch cable to the correct port and the affected computer is back in the correct VLAN.

However, it is also possible that a computer being connected to an incorrect VLAN can be a logi-
cal problem. This is a logical problem if the switch is configured incorrectly. If your plan calls for 
specific ports to be part of a certain VLAN, but when you go to configure the switch you put one 

CERTIFICATION READY
What are some logical 
issues that may be 
encountered on a 
network? What actions 
can be taken when 
specific logical issues 
arise?
2.5
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or more ports in the wrong VLAN, then the computer connected to those ports will be in the 
wrong VLAN. When this happens, you need to do a couple of things. First, you need to verify 
that the patch cables are connected to the ports they are supposed to be connected to. Once you 
have verified the patch cables are where they are supposed to be, then you need to look at the 
switch’s configuration. Once you have located the problem in the switch’s configuration, you can 
then correct the configuration and everything will be back in the correct VLAN.

WRONG SUBNET MASK
As you remember from Lesson 4, the subnet mask tells the computer what portion of an IP 
address is network and what portion is host. If you have the wrong subnet mask in a com-
puter, the computer will identify the network the computer is part of incorrectly. When this 
happens, the end user will not be able to access the network they are attempting to access, 
and more often than not, no network at all. The way to resolve this is to change the com-
puter’s configuration so that it contains the correct subnet mask. If you are using DHCP, then 
the subnet mask is coming from the DHCP server just like all other IP configuration is. If 
you are running DHCP and the subnet mask is wrong, then the configuration of the DHCP 
server needs to be changed to send out the correct subnet mask.

WRONG GATEWAY
The gateway is basically where the computer goes if it does not know where a particular IP ad-
dress is located. Usually the gateway is the IP address of the router that controls access to the 
larger network for a particular switch or network segment. If you have the wrong gateway in a 
computer, you will not be able to access any computers or other resources outside of what is ac-
cessible by the switch or segment you are currently on. In real terms, this often means that you 
can access your local network but you cannot access the Internet or any other network outside 
of the local network. When you come across this problem in your daily support activities, you 
simply need to change the gateway IP address to the correct gateway address and the problem 
will be solved. However, because gateway IP addresses are assigned by the DCHP server just like 
other IP configuration information, if you see a computer that does not have the correct gate-
way information, but is set to DHCP, then you will again need to check the configuration of 
the DHCP server to verify that it is sending out the correct gateway IP address.

WRONG DNS ADDRESS
DNS addresses are the IP address of the DNS server or servers that translates URLs for the local 
computer to IP addresses for access outside the local network. Put another way, without a DNS 
server, you would not be able to use the Internet or access any locations outside of the local 
computer unless you happen to know what the IP address is. Given this fact, if a person seems 
to be able to get on the local network, but cannot access the Internet, you may want to verify 
that they have the correct DNS addresses saved in their TCP/IP configuration. If they do not, 
you will need to change their DNS address to the correct one. If you do not know the correct 
DNS IP addresses, you can go to a computer on the same segment that can get on the Internet 
and run an “ipconfig /all” from its command line. This will tell you what the DNS IP addresses 
are. You can write those down and then go back to the computer with the problem and change 
its DNS IP address settings to the same DNS IP address that works for the other computer.

DNS IP addresses are one of those things that DHCP servers are supposed to configure 
 automatically. Therefore, if you see a computer with the wrong DNS address using DHCP, 
you may want to verify the configuration of the DHCP server. Both the nslookup tool and 
the dig tool may be helpful in diagnosing problems related to DNS.

PORT CONFIGURATION ISSUES
Port Configuration issues are those situations where the ports on a router or switch are con-
figured incorrectly. When this happens, it prevents data on the network from getting to the 
destination it is intended to get to. The next two sections of this Lesson deal with different 
issues where the ports on a router or switch are configured incorrectly. 
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A different type of port configuration issue can take place when software is being configured 
to run on a network device. Anytime a program, process, or protocol runs on a network, it is 
assigned a network port address to use. If a program, process, or protocol is assigned one port 
address but attempts to use a different port address then another type of port configuration issue 
called an address port configuration issue has occurred. In order to fix a problem of this nature, 
it is necessary to change the configuration of the program, process, or protocol so that it can use 
the correct port address. Alternatively, the network device that the protocol, process, or program 
is using needs to have its configuration changed to allow for the new port address. 

PORT SPEED
Port speed is another one of those things that is both physical and logical. Port speed is physi-
cal because it is the rate at which a port is sending out data. Port speed is logical because it is 
something that is generally configured within the router or switch. Port speed can be wrong 
if you have a 100 mbps NIC connected to a gigabit port. The 100 mbps NIC will not be 
able to read the data coming out of the much faster port. When something like this happens, 
you need to either move the connection to a slower port, or change the configuration of the 
switch or router to send data out at a slower rate. Fortunately this is not something that you 
will likely run into because most routers and switches are designed to sense the speed of the 
NIC connected to them and adjust their speed accordingly.

The one place where port speed may become an issue is when configuring serial interfaces on 
routers. In that situation, you need to be sure that you set the serial interface to a speed that 
the serial connection can handle. If you do not configure the serial interface correctly, the two 
ends of the serial connection may not be able to communicate with each other.

PORT DUPLEX MISMATCH
Port duplex mismatches are one of those things that you are not likely to ever see because 
most of the devices you come across are able to sense what the duplex being used is and 
adjust themselves accordingly. Port duplex mismatch is where the port on the switch or the 
router is set to either half-duplex or full-duplex while the NIC or other connecting device is 
set to the other. In this case, either the NIC will adjust itself, the switch or router will adjust 
itself, or you will have to go in and manually adjust one or the other. It is generally easier 
to adjust the NIC because there is a setting under the NIC’s properties dialog box that will 
allow speed and duplex to be adjusted. It will usually be under the advanced tab and may be 
labeled something like Speed and Duplex. Figure 12-30 shows the Advanced Tab of a NIC’s 
Properties Dialog Box with the Speed & Duplex setting highlighted.

Figure 12-30

Speed & Duplex options in a 
NIC’s Properties dialog box

CERTIFICATION READY
What types of router and 
switch configurations 
might cause you to 
encounter connectivity 
issues? 
2.1
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Figure 12-30 also shows all the Speed and Duplex settings that are possible for this 
particular NIC. Notice that the default setting of the NIC is “Auto Negotiate.” This is 
because most NICs are designed to determine port speed and duplex setting automati-
cally. NICs and other network devices should be left to determine port speed and duplex 
setting automatically unless there is a compelling reason to change it for a particular net-
work or device.

Issues That Should Be Escalated

As mentioned previously in this lesson, there are some problems that you simply cannot fix 
yourself. Either you do not have the prerequisite knowledge or you do not have the necessary 
access, or both. When you come across those types of problems, they need to be escalated or 
redirected to the person who has the necessary knowledge and/or access to resolve the prob-
lem. In this section of Lesson 12, we discuss some problems that usually fall into the need-to-
be-escalated category, such as switch loops, routing loops, route problems, proxy arp servers, 
and broadcast storms.

SWITCH LOOP
A switch loop is where two or more switches keep sending frames back and forth to each 
other and nowhere else. When a switch loop occurs, the end users are unable to access any-
thing on the network and their requests keep timing out. When this happens, it usually 
means that a switch went down or a switch’s configuration has been corrupted. As you re-
member from Lesson 6, the Spanning Tree Protocol is designed to prevent switch loops from 
taking place. However, sometimes a switch breaks or something else will happen that prevents 
the spanning tree from doing its job.

When you suspect a switch loop is going on, you should escalate that up to the depart-
ment that deals with switch and router configurations and support, usually the WAN en-
gineering department. In smaller companies, there may not be a separate department that 
deals with switches and routers. However, even if there is not a department, there will be 
someone either on staff or who can be called in to resolve issues related to switches and 
routers. This is the person this type of problem should be escalated to. When you suspect 
a problem of this nature, you should not try to fix it unless you have the proper training 
and access to do so.

ROUTING LOOP
A routing loop is another one of those problems that should be escalated. Where switch 
loops are caused by switches sending frames back and forth to each other, routing loops 
are caused by routers sending packets back and forth to each other. Routing loops can be 
caused by a downed router interface, which updates its neighbor routers of the outage. 
However another router on the other end of the network that has not gotten the report of 
the downed interface will broadcast that the router is up. The routers in the network broad-
casting back and forth about the interface being down and then being up again results in a 
loop as each router keeps updating their routing tables with the incorrect information on 
the downed interface.

The most commonly used routing protocols are designed to be aware of routing loops and to 
take steps to minimize them. Despite this, from time to time routing loops may form. Vector-
based routing protocols are more likely to exhibit this looping behavior than link state–based 
routing protocols.

Like with switch loops, this is a problem that cannot be resolved by looking at a computer. 
If you think a routing loop is causing a problem, you need to escalate that problem to some-
body with the correct knowledge and access to resolve it.

XREF

These types of pro-
tocols were discussed 
in Lesson 5. You can 
reread the section of 
that lesson about rout-
ing protocols if you 
want more information.
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ROUTE PROBLEMS
Route problems are not loops in a router’s routing table, but they are problems with the 
router’s routing table. Routing loops are a specific type of routing table problem where each 
router’s routing table keeps getting updated back and forth about a downed interface. Any 
other problem with a router’s routing table, hardware, configuration, and so on falls under the 
category of routing problems.

If you suspect the cause of a problem you are attempting to resolve is related to a router, it 
should be escalated to somebody who has the knowledge and access to resolve it. In most 
cases problems related to switch loops, router loops, and other router and switch problems 
should be escalated either to the WAN engineering department or the individual in the com-
pany with a comparable title.

PROXY ARP
A proxy ARP server is just another type of proxy gateway. In the case of a proxy ARP server, 
it is a server intended to answer ARP queries from other computers on the network that are 
not on the same segment. A proxy ARP server is essentially an ARP query redirector. It takes 
an ARP query from one place on the network and forwards it to another place on the net-
work using its own MAC address instead of the MAC address of the device making the query. 
In a way, it acts as a NAT server for MAC addresses.

A proxy ARP server is essentially a MAC gateway. As such, any problem with a proxy ARP server 
should always be escalated to someone with the appropriate knowledge and access to resolve the 
problem. Depending on the organization of the company you are working for, the appropriate 
escalation direction would either be to WAN engineering or network  administration.

BROADCAST STORMS
Broadcast storms are caused when packets keep getting broadcasted from one network device 
to another. Any device connected to a network can cause broadcast storms. Sometimes they 
are caused by faulty hardware and sometimes they may be caused by malicious software.

A problem with broadcast storms can sometimes be resolved by a network support technician 
and sometimes need to be escalated. Once you know what is causing the broadcast storm, 
then you can determine whether the broadcast storm can be resolved by the tech or should be 
escalated. If a NIC in a workstation is causing the broadcast storm, then the network support 
tech would be expected to replace the NIC and thus resolve the issue. If a server is causing 
the broadcast storm, then the network administrator would be expected to resolve the issue. 
If a router or some other type of network device, not a server or workstation, is causing the 
broadcast storm, then the WAN engineer would be expected to resolve the problem.

A broadcast storm caused by malicious software usually requires a team effort to resolve. The 
WAN engineer may be forced to shut down key network devices or gateways in order to contain 
the broadcast storm and possibly reconfigure firewalls to stop any malicious packets from coming 
into the network. Network administrators may have to shut down or disconnect a server from the 
network if the malicious software causing the storm is coming from a specific server. Meanwhile, 
the network support specialist may need to go to each workstation on the network and erase any 
malicious software to ensure that the broadcast storm will not start up somewhere else.

There was a company back in the late 90s that experienced exactly what was just described. 
The Melissa virus had hit the company and infected pretty much every computer the com-
pany owned, servers and workstations. Every time someone opened e-mail the virus would 
propagate to every computer on the network. This resulted in a broadcast storm that brought 
the network to a halt.

To resolve this problem, the entire IT staff in all departments had to work together to fix 
it. The WAN engineers of the company were forced to shut down all outside links to the 
network. They did this to prevent any more e-mails or other packets from outside the com-

XREF

We discussed proxy 
servers in Lessons 6 
and 10.

c12NetworkTroubleshooting.indd Page 461  1/27/12  1:31 PM user-f501c12NetworkTroubleshooting.indd Page 461  1/27/12  1:31 PM user-f501 F-401F-401



462 | Lesson 12

pany getting into the corporate network to re-infect computers. The WAN engineers also 
had to reconfigure the firewalls to block any packets from outside the company that carried 
the virus. After the WAN engineers disconnected all outside links, the network administra-
tors had to disconnect the e-mail servers and all the other servers from the network to halt 
the spread of the virus between the servers. Once they did that they used a program to 
remove the malicious software from all the servers and to immunize the servers against fur-
ther infection. While the network administrators were doing that, the IT analysts, aka net-
work support specialists, had to go to every non-server computer in the company and clean 
them of the virus and immunize them from further infection using the same program the 
network administrators used on the severs. It took the entire day to clean every computer 
in the company, even with eight or nine people working on it. After the network adminis-
trators were finished with the servers, they were able to bring them back up, and the WAN 
engineers then brought up the outside links. Once that was done, the network administra-
tors spent the rest of the day helping the IT analysts clean and immunize the company’s 
non-server computers.

Following the troubleshooting steps mentioned earlier in this lesson, the IT staff got together 
after everything was resolved to determine what happened. After that meeting, both the 
WAN engineers and the network administrators took steps to harden their equipment against 
similar attacks. The IT analysts were also tasked with going to every end user in the company 
and explaining to them what happened and what they could do to help the IT staff next time 
something like this happened.

A few months later, another virus was released on the Internet called the I LOVE YOU virus. 
The I LOVE YOU virus behaved very similarly to the Melissa virus with the same results 
on infected networks. Because of the training the IT analysts did with company employees 
and the preventative measures taken by the WAN engineers and network administrators, 
the I LOVE YOU virus did not infect a single computer in the company. The employees 
remembered what they were taught by the IT analysts and recognized e-mails infected by the 
I LOVE YOU virus for what they were and deleted them without opening them and then 
reported them to the IT staff.

By analyzing what happened during a troubleshooting incident and taking preemptive actions 
to stop something similar from happening in the future, a second disaster was averted at one 
company. Unfortunately a lot of other companies that had been hit by the Melissa virus did 
not follow through with the troubleshooting steps outlined in this lesson. Those companies 
ended up getting hit again by a similar situation, which was on an even bigger scale than the 
Melissa virus.

Wireless Issues

Just like there are different issues related to connectivity with copper or other cables, there 
are also issues with wireless connectivity. Some issues are similar to those you would en-
counter with wired networks, and some are unique to wireless networks. Also there are 
issues related to wireless networks that are the same as wired networks except they mani-
fest themselves in different ways. We discuss some of these issues—interference, incorrect 
channel, incorrect, encryption, incorrect frequency, ESSID mismatch, standards mismatch 
(802.11 a/b/g/n),  distance, bounce, and incorrect antenna placement in this section of 
Lesson 12.

INTERFERENCE
In wired networks, interference is caused by strong electromagnetic fields that interfere with 
the electric impulses used to send signal across a copper wire. In wireless networks, you can 
have the same problem. The difference is that instead of interfering with electric impulses in 
a copper wire, the electromagnetic fields interfere with the radio frequency (RF) waves that 

CERTIFICATION READY
What are some wireless 
issues that may occur on 
a network? What steps 
can be taken to mitigate 
specific wireless issues 
that may come up?
2.4
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are used to carry data from one wireless device to another. Because RF waves are a lower fre-
quency than other types of signals used to send data across a network, it is actually easier to 
interfere with wireless networks than wired networks. In a wired network, the object causing 
the interference has to be pretty close to the copper wires it is interfering with to disrupt the 
signal. However, in wireless networks, the object sending out the electromagnetic interference 
(EMI) actually does not have to be very close to the wireless devices to disrupt the RF signals 
being used to send data.

While interference in a wireless network is more common and much easier to accomplish 
than in a wired network, the result is the same. Data signals lose their strength, signals get 
 attenuated more quickly, packets get dropped more often, and less data can be carried over 
the media the further from the source it is. These problems are very similar to those found 
when wired networks are interfered with; they are just more pronounced when wireless 
 networks are involved.

One major difference in how you deal with interference in a wired network and a wire-
less network is how you go about avoiding the interference. In a wired network, when 
you find an object that is interfering with a signal on a wire or a group of wires, you 
can move the wires away from the interference and the problem is solved. Things do not 
work that way with wireless signals. You cannot physically move an RF wave like you 
can a CAT 6 wire. In a wireless network, you have to physically move the object causing 
the interference out of the range of the wireless network. If the object causing the inter-
ference cannot be moved, you have to use a different medium of communications than 
wireless networking.

The best way to avoid problems with interference and wireless networks is to check for 
them ahead of time. Before you decide to build a wireless network, verify that there is 
not enough EMI in the area to affect the wireless network. If there is, then you need to 
either find some way to shield from it or use some other medium than wireless for your 
communications  network. Your boss will not be happy with you if you purchase a lot 
of wireless network equipment only to find out that the high tension power lines right 
outside the window causes too much interference to actually use that wireless network-
ing equipment.

Bleed
Bleed is a specific kind of interference that has to do with the signal on one channel of the 
wireless network being picked up by another channel on the wireless network. The best way 
to picture bleed is to think of AM radio. Sometimes when you listen to an AM radio station 
you can also hear another AM radio station. That is bleed. The signal from one AM station is 
bleeding into another AM station. The result is that you can hear parts of both stations, but 
you cannot hear either station clearly. In wireless networking, you can have the same problem. 
If you have a couple of different wireless access points (WAPs) in a network, then each WAP 
needs to have a different channel. If the channels being used by the WAPs are close together, 
then the signal from one WAP will bleed over into the signal of the other WAP, which results 
in data from both WAPs being garbled and lost.

In order to avoid this problem, you need to make sure that the channels on the different 
WAPs are far enough apart that one does not bleed into the other. Depending on which 
wireless standard you are using, you will have different channels available to you. When 
setting up WAPs in close proximity, you need to verify that the frequency range for the 
channel used by each WAP does not overlap the frequency range of any other WAPs 
that are nearby. If the different frequencies do overlap, you will get bleeding from one 
channel to the other. Also, because the different wireless standards only have a limited 
number of channels available to them, you will need to make sure that two WAPs using 
the same channel do not overlap each other’s range. Figure 12-31 illustrates how this 
would work.
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Figure 12-31

Wireless networks with 
 overlapping ranges but not 
overlapping channels

Channel A

Channel C

Channel B

Channel B Channel D

Channel D Channel C

As you can see in Figure 12-31, there are four different channels (A, B, C, and D) avail-
able to the wireless network. The WAPs are arranged so that full coverage for the network 
is available. However, because only four channels are available, each WAP had to be as-
signed a channel that did not touch the range of another WAP with the same channel. 
If two WAPs with the same channel overlap each other’s range, then bleed would occur 
where the channels overlapped. Fortunately there is a theorem called the four-color theo-
rem, which states that if you have four colors available to denote different contiguous 
regions on a map, no two regions of the same color will have borders that are adjacent to 
each other. The same principle applies here. However, instead of four colors, we have four 
channels. With four channels available, it is possible to arrange the network so that no 
two ranges with the same channel assigned to them will be adjacent to, or overlap, each 
other’s range.

Another issue related to bleed is the fact that the wireless signal can be heard or picked up 
outside of the building where the network is located. In this instance, the bleed is not so 
much a form of interference as it is a security issue. Because wireless signals use radio fre-
quencies, a person with a laptop computer and a wireless NIC sitting in the parking lot of a 
company using wireless networking may actually be able to pick up the wireless signal of the 
network. With the correct hacking tools installed on the laptop, it is not very difficult for a 
person with malicious intend to hack into the corporate network and gain access to resources 
you may not want them to have access to via that wireless link.

There are a couple of ways to counter this type of bleed. One option is to use special “paint” 
coatings on the inside walls of the building with the wireless network. Paint-type coatings that 
can be used to reflect the wireless signals back into the building so they are not available to 
be picked up on the outside of the building. Another way to counter this type of bleed is to 
use encryption and other security tools to make your wireless network more secure. However, 
you need to keep in mind that if one person can figure out how to secure a wireless signal, 
another person can figure out how to circumvent that protection.
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Environmental factors
Environmental factors are another form of interference. As alluded to in the previous section, 
environmental factors are objects within the environment of the network that cause interfer-
ence. These can be the previously mentioned high-tension power lines, or these factors may 
be other things. Any source of strong electromagnetic fields can be a cause of environmental 
interference. Some examples would be a power generator near the wireless network, motors 
for strong fans, high-tension power lines, strong broadcast signals from powerful antenna such 
as from a TV station, x-ray machines, or many other things.

In some cases, you can move the source of electromagnetic interference so that it is not close 
enough to interfere with the wireless network; sometimes it is not possible to move them. If it 
is not possible to move the source of electromagnetic interference, you will have to use media 
other than wireless for network communications.

Environmental interference is something it is always best to check for before building a 
 wireless network. If you do not, you run the risk of building a network with less range or less 
reliability than you were planning on. The result of using a wireless network in a high inter-
ference area is more dropped packets, less range, and more corrupted data.

INCORRECT CHANNEL
Earlier we discussed the fact that when access points have overlapping ranges, they need to have 
different channels so that one channel does not bleed over into the other. When one  access 
point has the same channel as an overlapping range, it can be said that one of the  access points 
has an incorrect channel. However, in this case incorrect channel is the channel to which the 
network device connected to the wireless network is set. When different access points use dif-
ferent channels, then the devices connected to a specific access point need to be set to the same 
channel as the intended access point. When the network device is set to the wrong channel, it is 
not able to access the network it is intended to access. Instead, it will access a different network 
or no network at all. To resolve this problem you need to set the channel on the network device 
to be the same as the access point that gives it access to the network it is attempting to access.

INCORRECT ENCRYPTION
Incorrect encryption can mean a couple of different things. For the purposes of this lesson, incor-
rect encryption is using the wrong encryption algorithm when attempting to decipher a message 
being sent across a wireless network. When configuring a wireless interface, if you choose to use 
encryption, you are asked which algorithm you wish to use. WPA and WEP are examples of 
some encryption algorithms that can be chosen. If you choose one encryption algorithm when 
you set up a wireless NIC but a different algorithm is used by the WAP, then you have an incor-
rect encryption set up on your NIC. To resolve this situation, you need to go back to the wireless 
NIC configuration and change the encryption algorithm to the same one being used by the WAP.

Alternatively, incorrect encryption could be short for incorrect encryption key. When you get 
this error, it means you are not using the correct password or passphrase as the key to decrypt 
the message. You need to find out what the correct password or passphrase is and use that to 
decrypt the data coming across the network.

INCORRECT FREQUENCY
Each wireless standard has a certain range of frequencies available to it to break into channels. 
While there are standard frequency ranges for each channel, it is possible to manually choose the 
frequency ranges that are to be used by specific channels. If you choose to use customized fre-
quency ranges for each channel, then you run the risk of not setting all the channels used on the 
wireless network to the same frequency ranges. When this happens, you have a device set to the 
incorrect frequency. The easiest way to avoid this is to simply use the default channels and then 
verify that you have set your NICs to the correct channel. However, you may have certain circum-
stances where you need to use customized channels. In this situation, it is best to make sure all 

CERTIFICATION READY
How can environmental 
factors affect wireless 
communications? What 
can be done about 
environmental factors?
2.4
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wireless devices use the same ranges. If a device is unable to connect to the network, you may have 
forgotten to set up a particular device to the correct frequency range for the channel you are using.

ESSID MISMATCH
Wireless devices on a network use ESSIDs to identify them to other devices connected to the 
same WAP. If a wireless device on the network does not have the correct ESSID set up in its 
configuration (ESSID mismatch), it will not be able to communicate to the WAP. To resolve 
this, make sure the ESSID in the network device is set to the same ESSID as the WAP. If you 
do not know what the correct ESSID is, you need to find a network administrator or whoever 
has that information to get the correct ESSID.

STANDARDS MISMATCH (802.11 A/B/G/N)
There are four common wireless standards currently available for wireless networks. Those 
standards are the 802.11a, 802.11b, 802.11g, and 802.11n standards. A standards mismatch 
is when all the devices on a network do not use the same standard for communication. Some 
standards mismatches are worse than others. For example, if my WAP is set to g but my wire-
less NIC is set to n, there is no big problem because the wireless n NIC can read the wireless 
g signal. However, if my access point is set to a, but my NIC is set to g, I have a problem be-
cause g cannot read the a signal.

Here is a brief rundown of which standards can read which other standards:

• N devices: Can read all the other devices.

• G devices: Can read G and B devices.

• A devices: Can only read themselves, and can be read by N devices.

• B devices: Can only read other B devices, and can be read by G or N devices.

DISTANCE
Depending on the wireless standard being used, a wireless network can have a range anywhere 
from 30 feet with Bluetooth to up to 300 feet with 802.11n. You need to keep these limitations 
in mind when setting up a wireless network. The further away from the center of the wireless 
range, the lower the data rate for the wireless network. Devices that are close to the periphery of 
the range will only receive signals erratically. You should also keep in mind that the more inter-
ference in the environment, the shorter the actual range of the wireless network becomes.

To overcome this problem, it may be necessary to move the WAP around to find the best 
location to give your facility maximum coverage. Alternatively, you may find it necessary to 
boost the wireless signal. A wireless signal can have its range extended by adding one or more 
wireless routers between the access point and the periphery of the wireless network. Before 
setting up a wireless network, you need to run a test to determine just what ranges to expect 
from a wireless network and then position WAPs accordingly.

Latency
We have discussed latency in previous lessons. In this lesson we will discuss it in relationship 
to wireless networks and troubleshooting. As stated in Lesson 3, one of the causes of latency 
is the amount of processing that has to be done on a signal as it is passed from one device to 
another in a network. With wireless networking this is especially true. For a wireless network 
to ensure that data is sent to the correct destination and arrives at the correct destination 
multiple addresses are used and different types of identification values are used. Some exam-
ples of this would be SSIDs, BSSIDs, ESSIDs, etc. All of this adds more processing require-
ments to a wireless networks that wired networks do not have. This results in greater latency 
in a wireless network. The best way to minimize this latency in a wireless network is to 
minimize the processing that is going on. This means you need to make sure that unneeded 
processes and services are not running on the wireless network. Another way to minimize 
this latency is to not run torrents over a wireless network. 

CERTIFICATION READY
What is a standards 
mismatch? Why can this 
be a problem for wireless 
networks?
2.4
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Finally, making sure that a wireless signal is as clean and stable as possible is important for 
reducing latency on a wireless network. One way to keep a wireless network signal clean and 
stable is to minimize the amount of high powered electrical and electronic devices that are 
running in the vicinity of your wireless network. Anything that sends out a signal can cause 
the wireless signal to become unstable. This includes cell phones, simply running powerful 
electric motors, or even microwave ovens near your wireless devices. Another way to prevent 
instability in a wireless connection is to make sure that your receiving devices are not too far 
from your transmitting devices. This goes back to Wireless Access Point placement. If your 
wireless access point is too far from your wireless receiving device, then all the factors that 
have just been mentioned as adding instability into a wireless connection is multiplied.

BOUNCE
Bounce refers to the fact that certain surfaces and materials can reflect and split radio signals. The 
bouncing that wireless signals do can limit the range of a wireless network. Bounce also has the 
potential to physically disrupt a signal that is sent out from a WAP or NIC. Repositioning a NIC 
or WAP is probably the best way to minimize the effects of bounce on a wireless network. If this 
does not work or is not feasible, you may need to reposition furniture or other surfaces that may 
be contributing to bounce. Ultimately you may have to simply accept that bounce is disrupting 
your signals and add more access points to the wireless network to work around those obstacles.

INCORRECT SWITCH PLACEMENT
The topic of incorrect switch placement was discussed in Lesson 7. The main point to remem-
ber about this topic is that you want a wireless switch placed in a central location so that all the 
devices that need to connect to it are close to it and not far away. One other consideration for 
switch placement is that switches should not be placed in a location that is near a source of EMI. 
The greater the EMI in the area the shorter the range over which a wireless switch can connect.

INCORRECT ANTENNA PLACEMENT
Antenna placement has to do with how the antenna of a wireless device is placed to receive 
the wireless signal. One thing to keep in mind about antenna placement is the further an 
antenna is away from the wireless device it is serving, the more disrupted the signal will be 
because it has to follow a longer wire. In many modern wireless devices, this is not an issue 
because the antennas are placed inside the devices themselves. However, occasionally you may 
run across a wireless device that uses an antenna connected to it via a wire. When this is the 
case, remember to keep the antenna as close to the wireless device as possible to reduce the 
amount of time the signal stays on the wire.

S K I L L  S U M M A R Y

IN THIS LESSON YOU LEARNED:

• That there is not one set of answers that solve all troubleshooting problems.
• The importance of documenting what you do while troubleshooting.
• The different stages of the troubleshooting process.
• How to identify symptoms and problems.
• How to determine what area of a network a problem affects.
• How to establish the most probably cause of a problem.
• How to determine if escalation is needed.
• How to create an action plan and identify potential effects of that action plan.
• How to test and implement a solution.
• How to identify the results of a solution.

c12NetworkTroubleshooting.indd Page 467  1/27/12  1:31 PM user-f501c12NetworkTroubleshooting.indd Page 467  1/27/12  1:31 PM user-f501 F-401F-401



468 | Lesson 12

•  About both Windows and Linux command-line tools that are useful for troubleshooting 
a network.

• About some hardware tools that are useful for network troubleshooting.
• About some basic actions to take while troubleshooting.
• About some advanced actions you can take while troubleshooting.
• What some common physical connectivity issues you may encounter in networks are.
• What some common logical connectivity issues you may encounter in networks are.
• About some issues that should normally be escalated.
• What some common wireless issues you may encounter are.

Fill in the Blank

Complete the following sentences by writing the correct word or words in the blanks provided.

 1. The _______________________________________________ step is the stage in 
troubleshooting where you talk to the person reporting the problem in order to gain 
more information about the problem so that you can resolve it.

 2. The ________________________________________________ step is the stage in 
troubleshooting where you determine what area or areas of the network are affected by 
the reported problem.

 3. The ________________________________________________ step is the stage in 
troubleshooting where you ask about any upgrades or changes that have been made on 
the network.

 4. The ________________________________________________ step is the stage in 
troubleshooting where you look at all the evidence you have gathered and decide what 
the most likely cause of the reported problem is.

 5. The ________________________________________________ step is the stage in 
troubleshooting where you decide if the problem is something that you can resolve or if 
it is something that needs to be handed off to someone who is better trained and/or has 
better access to resolve it.

 6. The ________________________________________________ step is the stage in 
troubleshooting where you develop a possible solution for the problem and a way to 
carry out the solution.

 7. Once you have completed the step mentioned in question 6, you need to __________
_________________________ so that if something does not work you will be able to 
figure out why.

 8. The ________________________________________________ step is the stage in 
troubleshooting where you carry out your plan and test the results.

 9. The ________________________________________________ step is the stage in 
troubleshooting where you identify anything that may have changed in the network due 
to your solution.

 10. The ________________________________________________ step is the stage in 
troubleshooting where you write down what you did and the reasoning that led you to 
the solution you chose.

■ Knowledge Assessment
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Multiple Choice

Circle the letter corresponding to the correct answer.

 1. Which of the following is a Windows CLI tool that can be used to determine what the 
IP address, subnet mask, gateway, and other addressing information is for the NICs in 
the local computer?
a. ifconfig
b. ipconfig
c. nslookup
d. ping

 2. Which of the following is a Linux CLI tool used to gain information about DNS servers?
a. DIG
b. nbtstat
c. MTR
d. snips

 3. A CLI tool found in both Linux and Windows that can be used to find out information 
about ports and protocol usage on a computer is called what?
a. route
b. ifconfig
c. hostname
d. netstat

 4. A CLI tool that can be used in both Windows and Linux that is used to determine if a 
specific IP address is reachable is called what?
a. traceroute
b. arp
c. ping
d. route

 5. A networking tool that can be used to determine voltage, amperage, continuity, and 
other measurements is called what?
a. Protocol analyzer
b. Tone probe
c. Multimeter
d. Butt set

 6. When signals on two parallel wires interfere with each other it is called what?
a. Short
b. Collisions
c. Open impedance mismatch
d. Crosstalk

 7. When a signal weakens over time and distance it is called what?
a. Attenuation
b. Interference
c. Nearing crosstalk
d. Short

 8. If a workstation can get on the local network but cannot locate any URLs on the 
Internet, then the most likely problem is what?
a. Port speed
b. Wrong DNS address
c. Wrong subnet mask
d. Port duplex mismatch
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 9. If two switches keep sending the same data frame back and forth to each other but not 
to any other switches, the most likely problem is what?
a. Switch loop
b. Routing loop
c. Proxy ARP
d. Broadcast storm

 10. When a device keeps sending out packets to all the other devices on a network, what is 
taking place?
a. Wrong subnet mask
b. Wrong gateway
c. Routing loop
d. Broadcast storm

 11. When a signal is weakened or lost over a network connection it is sometimes referred to 
as what?
a. DB Loss
b. Routing Loop
c. Loopback
d. Broadcast storm

 12. ______________ and _____________ are expansion cards that can be used in routers 
or switches. (Choose two.)
a. MPLS
b. SFP
c. GBIC
d. TIFF
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Lab Exercises
■ Lab 1

Doing a Ping Test

The purpose of this lab is to familiarize the student with running a ping test. This lab will 
also help the student correctly interpret the results of a ping test that they have run.

MATERIALS

• A computer running Windows

• Paper

• Pen or pencil

THE LAB

Run Ipconfig

 1. Click the Start button.

 2. Type cmd in the Run box or the Search box depending on which version of Windows 
you are using.

 3. When the CLI windows comes up type ipconfig /all then hit the <Enter> key on your 
keyboard. (Note: There should be a space between ipconfig and the /.) The result should 
be similar to Figure 12-32.
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The screenshot shown in Figure 12-32 is taken from Windows 7. If you are running 
Windows XP your screen will look more like the one shown in Figure 12-2 from earlier 
in this lesson.

 4. Write down the IP address of the local computer.

 5. Write down the subnet mask of the local computer.

 6. Write down the IP address of the default gateway of the local computer.

 7. Write down the IP address of the local DNS server.

Figure 12-32

Ipconfig /all command
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Conduct the Ping Test

 1. In the Command box type ping /? and hit the <Enter> key. What are some of the 
options available for the ping command? Write down six of them and what they do.

 2. Type the command ping 127.0.0.1 and hit the <Enter> key. You should get a screen 
that looks like Figure 12-33.

Figure 12-33

Ping 127.0.0.1 command 
results

What is significant about the IP address 127.0.0.1?

What does being able to ping the IP address 127.0.0.1 tell us about the local computer?

What would it mean if we could not ping the IP address 127.0.0.1.

 3. Ping the IP address of your local computer, which you recorded in step 4 of Lab 1.

Were you able to ping your local IP address successfully?

What does being able to ping your local IP address tell us about the local computer?

What would it mean if we could not ping the IP address of the local computer?
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 4. Ping the IP address of your local computer’s gateway that you recorded in step 6 of Lab 1.

Were you able to ping the IP address of your local gateway successfully?

What does being able to ping the IP address of the local gateway tell us about the 
local network?

What would it mean if we could not ping the IP address of the local gateway?

 5. Ping the IP address of your local DNS server that you recorded in step 7 of Lab 1.

Were you able to ping the IP address of your local DSN server successfully?

What does being able to ping the IP address of the local DNS server tell us about the 
local network?

What would it mean if we could not ping the IP address of the local DNS server?

■ Lab 2

Using Tracert

The purpose of this lab is to teach the student how to use the tracert Windows CLI command. 
This lab also teaches the students how to interpret the information they get back from the 
 tracert command and how they can use that information in troubleshooting a network.

MATERIALS

• A computer running Windows

• Paper

• Pen or pencil

THE LAB

Use the Tracert Command

 1. Open a command-line window like you did in Lab 1.

 2. Type the command tracert /? and hit the <Enter> key on the keyboard.

Write down all the options available with tracert and what they do.
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Figure 12-34

Tracert yahoo.com command 
results

Although your results 
will look similar to 
Figure 12-34, they will 
not be the same; so you 
cannot use Figure 12-34 
to answer the questions.

TAKE NOTE*

 3. Do a tracert on the URL yahoo.com. The command you should use is tracert yahoo.
com and then press the <Enter> key. You should get a screen that looks similar to the 
one shown in Figure 12-34.

 4. Write down the IP address of yahoo.com that was used for the trace route. (Note: There 
are a number of IPs that Yahoo owns so answers here will vary.)

 5. Were you able to get to yahoo.com?

 6. If you were not able to get to yahoo.com, why do you think that was?

 7. Could a firewall have stopped you?

If you think a firewall stopped you, what do you think the IP address of that firewall is 
based on where the trace route stopped?

If you do not think a firewall stopped you, what does the last IP address appearing in 
the trace route list tell you?
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 8. If you were able to do a trace route all the way to yahoo.com, how many hops did 
it take?

 9. List the name and IP address of a few of the servers you passed through on your way to 
yahoo.com.

 10. As a troubleshooting tool, what types of things do you think you can learn by using the 
tracert command?
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Appendix A
Network+ Certification

  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

Networking Concepts

Compare the layers of the OSI and TCP/IP models. 1.1 2
• OSI model:
 • Layer 1 – Physical
 • Layer 2 – Data link
 • Layer 3 – Network
 • Layer 4 – Transport
 • Layer 5 – Session
 • Layer 6 – Presentation
 • Layer 7 – Application
• TCP/IP model:
 • Network Interface Layer
 • Internet Layer
 • Transport Layer
 • Application Layer

•  (Also described as: Link Layer, Internet Layer, Transport 
Layer, Application Layer)

Classify how applications, devices, and protocols relate to  1.2 2, 4, 6
the OSI model layers.
• MAC address
• IP address
• EUI-64
• Frames
• Packets
• Switch
• Router
• Multilayer switch
• Hub
• Encryption devices
• Cable
• NIC
• Bridge

Explain the purpose and properties of IP addressing. 1.3 4, 5
• Classes of addresses
 • A, B, C, and D
 • Public vs. Private
• Classless (CIDR)
• IPv4 vs. IPv6 (formatting)
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

• MAC address format
• Subnetting
• Multicast vs. unicast vs. broadcast
• APIPA

Explain the purpose and properties of routing and switching. 1.4 4, 5, 6
• EIGRP
• OSPF
• RIP
• Link state vs. distance vector vs. hybrid
• Static vs. dynamic
• Routing metrics
 • Hop counts
 • MTU, bandwidth
 • Costs
 • Latency
• Next hop
• Spanning-Tree Protocol
• VLAN (802.1q)
• Port mirroring
• Broadcast domain vs. collision domain
• IGP vs. EGP
• Routing tables
• Convergence (steady state)

Identify common TCP and UDP default ports. 1.5 5
• SMTP – 25
• HTTP – 80
• HTTPS – 443
• FTP – 20, 21
• TELNET – 23
• IMAP – 143
• RDP – 3389
• SSH – 22
• DNS – 53
• DHCP – 67, 68

Explain the function of common networking protocols. 1.6 5
• TCP
• FTP
• UDP
• TCP/IP suite
• DHCP
• TFTP
• DNS
• HTTPS
• HTTP
• ARP
• SIP (VoIP)
• RTP (VoIP)
• SSH
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

• POP3
• NTP
• IMAP4
• Telnet
• SMTP
• SNMP2/3
• ICMP
• IGMP
• TLS

Summarize DNS concepts and its components. 1.7 6
• DNS servers
• DNS records (A, MX, AAAA, CNAME, PTR)
• Dynamic DNS

Given a scenario, implement the following network  1.8 12
troubleshooting methodology.
• Identify the problem:
 • Information gathering
 • Identify symptoms
 • Question users
 • Determine if anything has changed
• Establish a theory of probable cause
 • Question the obvious
• Test the theory to determine cause:
 •  Once theory is confirmed determine next steps to 

resolve problem.
 •  If theory is not confirmed, re-establish new theory 

or escalate.
•  Establish a plan of action to resolve the problem and identify 

potential effects.
• Implement the solution or escalate as necessary.
•  Verify full system functionality and if applicable implement 

preventative measures.
• Document findings, actions and outcomes.

Identify virtual network components. 1.9 6
• Virtual switches
• Virtual desktops
• Virtual servers
• Virtual PBX
• Onsite vs. offsite
• Network as a Service (NaaS)

Network Installation and Configuration

Given a scenario, install and configure routers and switches. 2.1 4, 5, 6, 10, 11, 12
• Routing tables
• NAT
• PAT
• VLAN (trunking)
• Managed vs. unmanaged
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

• Interface configurations
 • Full duplex
 • Half duplex
 • Port speeds
 • IP addressing
 • MAC filtering
• PoE
• Traffic filtering
• Diagnostics
• VTP configuration
• QoS
• Port mirroring

Given a scenario, install and configure a wireless network. 2.2 3, 6, 7
• WAP placement
• Antenna types
• Interference
• Frequencies
• Channels
• Wireless standards
• SSID (enable/disable)
• Compatibility (802.11 a/b/g/n)

Explain the purpose and properties of DHCP. 2.3 4, 6
• Static vs. dynamic IP addressing.
• Reservations
• Scopes
• Leases
• Options (DNS servers, suffixes)

Given a scenario, troubleshoot common wireless problems. 2.4 12
• Interference
• Signal strength
• Configurations
• Incompatibilities
• Incorrect channel
• Latency
• Encryption type
• Bounce
• SSID mismatch
• Incorrect switch placement

Given a scenario, troubleshoot common router and  2.5 12
switch problems.
• Switching loop
• Bad cables/improper cable types
• Port configuration
• VLAN assignment
• Mismatched MTU/MUT black hole
• Power failure
• Bad/missing routes
• Bad modules (SFPs, GBICs)
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

• Wrong subnet mask
• Wrong gateway
• Duplicate IP address
• Wrong DNS

Given a set of requirements, plan and implement a basic  2.6 7
SOHO network.
• List of requirements
• Cable length
• Device types/requirements
• Environment limitations
• Equipment limitations
• Compatibility requirements

Network Media and Topologies

Categorize standard media types and associated properties. 3.1 3, 6
• Fiber:
 • Multimode
 • Singlemode
• Copper:
 • UTP
 • STP
 • CAT3
 • CAT5
 • CAT5e
 • CAT6
 • CAT6a
 • Coaxial
 • Crossover
 • T1 Crossover
 • Straight-through
• Plenum vs. non-plenum
• Media converters:
 • Singlemode fiber to Ethernet
 • Multimode fiber to Ethernet
 • Fiber to Coaxial
 • Singlemode to multimode fiber
• Distance limitations and speed limitations
• Broadband over powerline

Categorize standard connector types based on network media. 3.2 3
• Fiber:
 • ST
 • SC
 • LC
 • MTRJ
• Copper:
 • RJ-45
 • RJ-11
 • BNC
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

 • F-connector
 • DB-9 (RS-232)
 • Patch panel
 • 110 block (T568A, T568B)

Compare and contrast different wireless standards. 3.3 3, 6
• 802.11 a/b/g/n standards
 • Distance
 • Speed
 • Latency
 • Frequency
 • Channels
 • MIMO
 • Channel bonding

Categorize WAN technology types and properties. 3.4 8
• Types:
 • T1/E1
 • T3/E3
 • DS3
 • OCx
 • SONET
 • SDH
 • DWDM
 • Satellite
 • ISDN
 • Cable
 • DSL
 • Cellular
 • WiMAX
 • LTE
 • HSPA+
 • Fiber
 • Dialup
 • PON
 • Frame relay
 • ATMs
• Properties
 • Circuit switch
 • Packet switch
 • Speed
 • Transmission media
 • Distance

Describe different network topologies. 3.5 1, 8
• MPLS
• Point-to-point
• Point-to-multipoint
• Ring
• Star
• Mesh
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• Bus
• Peer-to-peer
• Client-server
• Hybrid

Given a scenario, troubleshoot common physical  3.6 3, 12
connectivity problems.
• Cable problems:
 • Bad connectors
 • Bad wiring
 • Open, short
 • Split cables
 • DB loss
 • TXRX reversed
 • Cable placement
 • EMI/Interference
 • Distance
 • Cross-talk

Compare and contrast different LAN technologies. 3.7 7
• Types:
 • Ethernet
 • 10BaseT
 • 100BaseT
 • 1000BaseT
 • 100BaseTX
 • 100BaseFX
 • 1000BaseX
 • 10GBaseSR
 • 10GBaseLR
 • 10GBaseER
 • 10GBaseSW
 • 10GBaseLW
 • 10GBaseEW
 • 10GBaseT
• Properties:
 • CSMA/CD
 • CSMA/CA
 • Broadcast
 • Collision
 • Bonding
 • Speed
 • Distance

Identify components of wiring distribution. 3.8 3, 6
• IDF
• MDF
• Demarc
• Demarc extension
• Smart jack
• CSU/DSU
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Network Management

Explain the purpose and features of various network  4.1 6, 10
appliances.
• Load balancer
• Proxy server
• Content filter
• VPN concentrator

Given a scenario, use appropriate hardware tools to  4.2 12
troubleshoot connectivity issues.
• Cable tester
• Cable certifier
• Crimper
• Butt set
• Toner probe
• Punch down tool
• Protocol analyzer
• Loop back plug
• TDR
• OTDR
• Multimeter
• Environmental monitor

Given a scenario, use appropriate software tools to  4.3 5, 12
troubleshoot connectivity issues.
• Protocol analyzer
• Throughput testers
• Connectivity software
• Ping
• Tracert/traceroute
• Dig
• Ipconfig/ifconfig
• Nslookup
• Arp
• Nbstat
• Netstat
• Route

Given a scenario, use the appropriate network monitoring  4.4 9, 11
resource to analyze traffic.
• SNMP
• SNMPv2
• SNMPv3
• Syslog
• System logs
• History logs
• General logs
• Traffic analysis
• Network sniffer
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  EXAM OBJECTIVE
EXAM OBJECTIVE NUMBER LESSON NUMBER

Describe the purpose of configuration management  4.5 11
documentation.
• Wire schemes
• Network maps
• Documentation
• Cable management
• Asset management
• Baselines
• Change management

Explain different methods and rationales for network  4.6 11
performance optimization.
• Methods:
 • QoS
 • Traffic shaping
 • Load balancing
 • High availability
 • Caching engines
 • Fault tolerance
 • CARP
• Reasons:
 • Latency sensitivity
 •  High bandwidth applications (VoIP, video applications, 

unified communications)
 • Uptime

Network Security

Given a scenario, implement appropriate wireless  5.1 7, 10
security measures.
• Encryption protocols:
 • WEP
 • WPA
 • WPA2
 • WPA Enterprise
• MAC address filtering
• Device placement
• Signal strength

Explain the methods of network access security. 5.2 8, 10
• ACL:
 • MAC filtering
 • IP filtering
 • Port filtering
• Tunneling and encryption:
 • SSL VPN
 • VPN
 • L2TP
 • PPTP
 • IPSec
 • ISAKMP
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 • TLS
 • TLS1.2
 • Site-to-site and client-to-site
• Remote access:
 • RAS
 • RDP
 • PPPoE
 • PPP
 • ICA
 • SSH

Explain methods of user authentication. 5.3 9
• PKI
• Kerberos
• AAA (RADIUS, TACACS+)
• Network access control (802.1x, posture assessment)
• CHAP
• MS-CHAP
• EAP
• Two-factor authentication
• Multifactor authentication
• Single sign-on

Explain common threats, vulnerabilities, and mitigation  5.4 9, 10
techniques.
• Wireless:
 • War driving
 • War chalking
 • WEP cracking
 • WPA cracking
 • Evil twin
 • Rogue access point
• Attacks:
 • DoS
 • DDos
 • Man-in-the-middle attacks
 • Social engineering
 • Virus
 • Worms
 • Buffer overflow
 • Packet sniffing
 • FTP bounce
 • Smurf
• Mitigation techniques:
 • Training and awareness
 • Patch management
 • Policies and procedures
 • Incident response
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Given a scenario, install and configure a basic firewall. 5.5 4, 6, 10
• Types:
 • Software and hardware firewalls
• Port security
• Stateful inspection vs. packet filtering
• Firewall rules:
 • Block/allow
 • Implicit deny
 • ACL
• NAT/PAT
• DMZ

Categorize different types of network security appliances  5.6 6, 10, 11
and methods.
• IDS and IPS:
 • Behavior based
 • Signature based
 • Network based
 • Host based
• Vulnerability scanners:
 • NESSUS
 • NMAP
• Methods:
 • Honey pots
 • Honey nets
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ACRONYM FULL NAME

APIPA Automatic Private Internet Protocol Addressing

ARP Address Resolution Protocol

BGP Border Gateway Protocol

BOOTP Boot Strap Protocol

CHAP Challenge-Handshake Authentication Protocol

DHCP Dynamic Host Configuration Protocol

DNS Domain Name Service

EAP Extensible Authentication Protocol

EIGRP Enhanced Interior Gateway Routing Protocol

FCP Fibre Channel Protocol

FTP File Transfer Protocol

HTTP Hypertext Transfer Protocol

HTTPS Hypertext Transfer Protocol Secure

ICA Independent Computing Architecture

ICMP Internet Control Message Protocol

IGMP Internet Group Management Protocol

IGRP Interior Gateway Routing Protocol

IMAP Internet Message Access Protocol

IP Internet Protocol

IPSec Internet Protocol Security

IPv4 Internet Protocol version 4

IPv6 Internet Protocol version 6

IPX Internetwork Packet Exchange

IS-IS Intermediate System to Intermediate System

Kerberos Kerberos

L2TP Layer 2 Tunneling Protocol

LDAP Lightweight Directory Access Protocol

MS-CHAP Microsoft Challenge-Handshake Authentication Protocol

488
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ACRONYM FULL NAME

NTP Network Time Protocol

OSPF Open Shortest Path First

PPP Point-to-Point Protocol

PPPoE Point-to-Point Protocol over Ethernet

PPTP Point-to-Point Tunneling Protocol

PoE Power over Ethernet

POP3 Post Office Protocol version 3

RADIUS Remote Authentication Dial-In User Service

RDP Remote Desktop Protocol

RIP Routing Information Protocol

RTP Real-Time Transport Protocol

SCP Secure Copy Protocol

SDH Synchronous Digital Hierarchy

SFTP Secure File Transfer Protocol/SSH File Transfer Protocol

SIP Session Initiation Protocol

SMTP Simple Mail Transport Protocol

SNAP Subnetwork Access Protocol

SNMP Simple Network Management Protocol

SONET Synchronous Optical Network

SSH Secure Shell

SSL Secure Sockets Layer

STP Spanning Tree Protocol

TACACS+ Terminal Access Controller Access-Control System Plus

TCP Transmission Control Protocol

Telnet Terminal Network

TFTP Trivial File Transfer Protocol

TKIP Temporal Key Integrity Protocol

TLS Transport Layer Security

UDP User Datagram Protocol

VoIP Voice over Internet Protocol
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Glossary

100-pair cable A telephony cable that 
combines 100 twisted pairs of wires 
inside one large, insulated sheath.

110 block A newer type of wiring distri-
bution point used in telephone and 
network installations.

25-pair cable A telephony cable that con-
sists of 25 twisted pairs of wires inside 
one common insulating sheath.

60-bit Extended Unique Identifier
(EUI-60) A variation on the standard 
MAC address in which the host exten-
sion is 36-bits long rather than 24-bits 
long, allowing for more host addresses 
for each manufacturer’s organizationally 
unique identifier (OUI). The EUI-60 
format has now been deprecated by the 
IEEE in favor of EUI-64.

64-bit Extended Unique Identifier (EUI-
64) A variation on the standard 48-bit 
MAC address format in which the host 
extension is 40-bits long, allowing for 
more host addresses per OUI. EUI-64 
is especially important because IPv6 
uses a modified form of this format to 
create unique interface identifiers out of 
MAC addresses.

66 block A legacy type of wiring distribu-
tion point used in telephone and net-
work installations and patch panels.

802.11x
A standard used to secure wireless LANs 

that follow the various 802.11 standards.

A
AAA (authentication, authorization, 

accounting) A network security term 
that refers to the following:
•  Authentication, or any process by 

which an entity’s identity is verified
•  Authorization, or any process used to 

verify that an entity has permission 
to perform some activity or has access 
to some resource

•  Accounting, or the ability to track 
various events on a network

Access Control List (ACL) A list of rules 
or policies programmed into a router 
or other device to control what can 
gain access to a network. When used in 

Application layer The top layer of the 
OSI Model. This layer is the closest to 
the end user. It synchronizes software 
applications and end-user processes.

application layer firewall A type of 
network protection device that works 
with protocols and services located 
on the Application layer of the TCP/
IP protocol stack. Administrators can 
use Application layer firewalls to block 
TELNET, DNS, FTP, HTTP, and any 
other protocols or services located on 
the Application layer. Such firewalls are 
also sometimes known as proxy servers.

arp A command line tool used to display 
and manage the contents of a computer’s 
Address Resolution Protocol (ARP) table.

ARP See Address Resolution Protocol (ARP).
ARP ping A ping command that uses the 

Address Resolution Protocol (ARP) to 
issue an “arp request” rather than the 
Internet Control Message Protocol 
(ICMP) to issue an “echo request.”

arp table A table, generated by the Address 
Resolution Protocol (ARP), stored in 
the memory of a network device, which 
contains the IP addresses and MAC 
addresses of other network devices on 
the local subnet with which it has been 
in contact.

asymmetric digital subscriber line 
(ADSL) One of the most common 
forms of high-speed DSL found today 
that provides a different data through-
put for upstream communications 
than it does for downstream 
 communications.

asymmetric loading A load-balancing 
methodology that involves varying 
throughput to a network’s devices or 
segments based on the speed and capac-
ity of the items receiving the data. As 
a result, some devices will get a heavier 
workload than others.

asynchronous time division multiplexing 
A signal multiplexing technique that 
uses time slots to split a communications 
signal into different channels. Unlike 
standard time division multiplexing, the 
asynchronous variant  only splits the 

servers ACLs are used to control what 
resources are available to specific users 
or devices. When used in routers and 
firewalls, ACLs are used to define what 
protocols are allowed in a network and 
what content various protocol packets 
are allowed to bring into the network.

access policies Rules that define who is 
permitted access to the network, what 
methods are permitted to gain that 
access, and which resources users are 
permitted to access.

accounting The ability to track various 
events on a network.

ACL See Access Control List (ACL).
active hub A type of network connection 

device that repeats all incoming signals 
from one connected computer and 
transmits them out to all of the other 
connected computers. To function 
properly, an active hub must be con-
nected directly to a power source.

Address Resolution Protocol (ARP) A 
protocol used to determine a network 
host’s address. ARP can also refer to a 
command line tool that is used to dis-
play and/or manipulate the ARP table 
on a network computer.

ad hoc wireless network A network 
composed of only independent wireless 
computers in which each device 
participates in forwarding packets.

ADSL See asymmetric digital subscriber line 
(ADSL).

algorithm A mathematical formula that is 
applied to a data packet or packet head-
er so that the information contained in 
the packet or header can be encrypted, 
compressed, checked for errors, or 
manipulated in some other fashion.

anomaly-based detection One technique 
that an intrusion detection system (IDS)/
intrusion protection system (IPS) uses to 
detect a network intrusion. Using this 
method the IDS/IPS reviews baseline 
activity for any anomalies and then 
deals with any threat it finds according 
to how the IDS/IPS is programmed.

APIPA See Automatic Private Internet 
Protocol Addressing (APIPA).
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signal into the number of channels being 
used in any given time slot, rather than 
into all channels, regardless of whether 
they are in use or not.

Asynchronous Transfer Mode (ATM) 
A switching technique for telecom 
networks that uses asynchronous time-
division multiplexing to break up 
communications into small frame-like 
segments or cells.

attackers People (hackers) who threaten to 
get something from or do something to 
end users that the end users don’t want 
them to get or do.

attenuation The gradual weakening of a 
data signal over time and distance.

authentication The ability to ensure that 
the data came from a valid source or 
from where it claims to have come 
from.

Authentication Header (AH) A security 
protocol that is part of the IPsec suite. 
AH provides packet integrity and origin 
authentication, but it cannot provide 
encryption.

authorization The ability to verify that an 
entity has permission to perform some 
activity or has access to certain resources.

Automatic Private Internet Protocol 
Addressing (APIPA) A Microsoft 
Windows feature that acts as a failover 
in case a problem occurs when trying to 
connect to an IP address range.

B
bandwidth In networking, a measurement 

of data transfer capacity, typically mea-
sured in multiples of bits per second. 
Another way of looking at this is to say 
that bandwidth is the theoretical maxi-
mum of how much data a specific cable 
or other medium can carry.

bandwidth shaper A software or hardware-
based network management technology 
that enables administrators to optimize 
how a network uses its available band-
width by managing and/or controlling 
network utilization.

bandwidth shaping A process that 
involves managing and/or controlling 
network usage in order to optimize how 
a network uses its available bandwidth. 
Also known as traffic shaping.

baseband cable A type of cable that can 
carry only one signal one way at a time.

baseline A useful piece of documentation 
that provides a representative sample of 
how the network is working at a spe-
cific point in time.

from a slower network device quickly 
and store it in a region of memory, 
called a buffer, designed to hold data 
temporarily while it’s being moved from 
one place to another.

bus network topology A topology in 
which all computers on the network are 
tied together by one main cable, called 
a backbone.

butt set A device used in telephone com-
munications that allows a technician 
to connect to any phone connection 
and use that connection like a regular 
phone, or to test the connection to 
make sure that it’s working.

C
cable tester An electronic device used to 

verify connections in a network cable.
caching A technology in which a specific 

memory location is set aside on a 
network device on which frequently 
requested information is stored.

caching engine A component of a net-
work optimization system that deter-
mines what content to send to the 
server. It also checks the caching server 
for a copy of requested content before 
going to the original source if a copy is 
not there.

caching server A network server that 
stores a local copy of content requested 
from another source (such as an 
Internet server) and retains it for a 
specified amount of time.

Carrier Sense Multiple Access with 
Collision Avoidance (CSMA/CA) A 
contention-based access method used by 
Ethernet to access wireless networks.

Carrier Sense Multiple Access with 
Collision Detection (CSMA/CD) 
The primary contention-based access 
method that Ethernet uses to access 
wired networks.

cell Small, uniformly-sized packets that 
Asynchronous Transfer Mode (ATM) 
and other WAN technologies use to 
carry data across a network.

certificate A digital document that accom-
panies a public key to certify the origins 
of the public key and its validity.

certificate authority A trusted server that 
issues digital certificates to end users.

Challenge-Handshake Authentication 
Protocol (CHAP) An authentication 
method used by Point-to-Point Protocol 
(PPP) to verify the identity of a client 
after a connection has been successfully 
established.

best practices An assessment recommending 
the most appropriate method for per-
forming a certain task based on observa-
tions of and experience with that task.

binary A system of numerical notation 
using only 2 digits (1 and 0).

bit error A type of signaling fault that 
occurs when one or more bits in a 
particular packet or frame, but not the 
entire packet, are lost.

bit rate The preset minimum below which 
the network administrator can guaran-
tee that data will not flow.

bit The basic unit of information storage; 
a single binary digit that is either 0 or 
1. The term bits is also used to describe 
the encapsulation component when 
data reaches the Physical layer of the 
OSI Model.

BNC connector A common type of 
connector that must be used with 
Thin Ethernet (Thinnet) cables to attach 
stations to a network.

bonding A technique used to increase net-
work throughput by using two or more 
network interface cards (NICs), channels, 
or connections—instead of just one—
to push data through.

botnet A group of computers that have been 
compromised by a single attacker or a 
group of attackers, giving them a certain 
level of control over those computers.

bounce The act of reflecting or splitting 
radio signals off certain surfaces and 
materials.

bridge A device intended to break up net-
works into smaller sections. A bridge is 
similar to a switch, except with fewer 
ports. Because bridges work on the 
Data Link layer of the OSI Model, they 
manage data traffic rather than simply 
rebroadcast to neighboring network 
segments.

broadband A type of communications 
technology that can carry multiple sig-
nals simultaneously. See baseband.

broadband cable A cable that is able to 
carry multiple signals simultaneously.

broadcast A method of communication in 
which one computer sends packets to 
all available computers on the network. 
See multicast and unicast.

broadcast networking A type of 
communications network that uses 
broadcast transmissions to send data 
across a local network. Ethernet uses 
this type of networking.

buffering A technology that allows a faster 
network device to process a request 
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channel A specific subrange of radio fre-
quencies that has been set aside within 
the larger 2.4 GHz range.

channel bonding A data transmission 
technique that uses two or more chan-
nels—instead of just one—to push 
data through a connection at a higher 
transfer rate.

Channel Service Unit/Data Service Unit 
(CSU/DSU) A device used to convert 
a digital signal from one frame format 
to another.

CHAP See Challenge-Handshake 
Authentication Protocol (CHAP).

checksum The process of running an 
algorithm and comparing it to the 
stored result.

CIDR See classless inter-domain routing 
(CIDR).

cipher In cryptography, a mathematical 
formula or algorithm that encrypts the 
clear text or plaintext of a message in a 
data packet or packet header.

circuit switching A communications 
technology that establishes a dedicated 
communications channel for the dura-
tion of a given transmission.

classful IP addressing A method of 
determining what portion of an IP 
address is network ID and what portion 
of an IP address is used to denote host. 
This method went out of general use 
around 1993 but is still in use in some 
routers and other devices today.

classless inter-domain routing (CIDR) 
A standard notation that came about as 
a form of shorthand to indicate what 
portion of a given IP address is to be 
used for network ID and what part is 
to used for host ID.

classless IP addressing A method of 
determining what portion of an IP 
address is host and what portion is 
network that is based solely on the 
subnet mask.

client/server network One of two major 
types of LANs in which management 
of the network is concentrated into 
one main computer called a server or 
domain controller. See also peer-to-peer 
network.

coaxial cable A cable containing a center 
conductor made of copper that is 
enclosed by a plastic jacket.

collision An event in which two different 
data frames from two different 
computers interfere with each other 
because they were released onto the 
network at the same time.

CSMA/CA See carrier sense multiple access 
with collision avoidance (CSMA/CA).

CSMA/CD See carrier sense multiple access 
with collision detection (CSMA/CD).

CSU/DSU See Channel Service Unit/Data 
Service Unit (CSU/DSU).

customer premise equipment (CPE) 
Telecommunications equipment that 
the customer is responsible for provid-
ing when leasing a WAN connection. 
Some examples would be the CSU/
DSU for T-1 and Frame Relay connec-
tions and the Network Termination 
equipment for ISDN connections.

D
data The information that a computer 

program, software application, or 
networking device operates on. In 
the top three levels of the OSI Model 
(Application, Presentation, and Session 
layers), the encapsulation unit is 
referred to as data. In all other OSI 
levels, the encapsulation unit goes by 
other names. See bits, frame, packet, and 
segment.

Data Link layer The second layer of the 
OSI Model, concerned with protocols 
and transferring data frames between 
network nodes. This layer is divided 
into two sub layers: the Logical Link 
Control (LLC) sublayer and the Media 
Access Control (MAC) sublayer.

de-encapsulation The reverse process of 
encapsulation.

definition A unique pattern that identifies 
a threat such as malicious software or a 
network attack.  Various network and 
system defense software programs use 
definitions to detect and identify the 
virus or attack in order to counter the 
threat.

delays Events, conditions, and limits in 
a network that contribute to the slow 
delivery of data, called latency.

demarc Short for demarcation point, the 
last point of responsibility for a WAN 
service provider within a local network 
infrastructure.

demarc extension The length of copper or 
fiber cable that begins after the demarc 
point but still does not reach all the 
way up to the MDF. Demarc extensions 
are most often found when the external 
service enters a building somewhere 
other than the MDF.

demarcation point The point in which 
the Public Switched Telephone Network 
(PSTN) service provider comes into 

collision domain The physical section of a 
network where the various devices con-
nected to it run the risk of having their 
signals collide with each other because all 
the devices present use a shared media.

command-line interface (CLI) A char-
acter-based computer interface that 
requires the user to type text commands 
into a computer or terminal using a 
specific syntax to execute programs or 
perform tasks.

compartmentalization The organization of 
a network into divisions, designed in such 
a way that if one section of a network is 
brought down, the other sections of the 
network will not be directly affected.

compression A method for compacting 
data by removing redundant informa-
tion, so that systems can send more 
data along the network in a given 
amount of time without making any 
changes to the hardware.

connectionless protocol A network com-
munications protocol that does not ask 
for verification that a data packet has 
successfully reached its destination.

connection-oriented protocol A type 
of network communications protocol 
that asks for verification that a packet 
has successfully reached its destination 
before sending another packet out.

connectivity monitoring software A type 
of software designed to monitor net-
work connections.

connectivity software Any type of soft-
ware that enables a computer to con-
nect to a network or another computer, 
either remotely or locally.

content filtering A service that looks at 
the actual content of the data coming 
into the device and evaluates it against a 
predefined set of guidelines about what 
is allowed through.

contention-based access method A 
method of accessing a network in 
which the different nodes on the 
network segment compete to see which 
node can send out its packet first.

convergence The time it takes a router to 
send an update of its routing table to all 
routers directly connected to it.

crossover cable A cable that connects two 
devices of the same type. A TIA/EIA 
568A (straight-through) cable is used at 
one end and a TIA/EIA 568B (crossover) 
cable is used on the other end.

crosstalk An event in which the signal in 
one wire interferes with the signal in 
another wire.
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a local home or business. Also called 
demarc for short.

Demilitarized Zone (DMZ) The area cre-
ated between two firewalls, which func-
tions as a buffer between internal and 
external networks.

Denial of Service (DoS) attack An 
attempt by hackers to make a target 
IP address unavailable to its intended 
users by launching continuous ping 
requests from numerous computers so 
frequently that the target computer’s 
network capacity is overloaded and 
brought down.

Dense Wavelength Division 
Multiplexing (DWDM) A type of 
multiplexing that uses wavelength to 
place more data on a cable rather than 
time segments.

DHCP See Dynamic Host Configuration 
Protocol (DHCP).

DHCP options Specific fields in the 
DHCP Message packet that carry 
configuration parameters and control 
information.

dial-up One of the oldest wide area net-
work communication technologies 
available that uses a device called a 
modem to connect a computer via a 
plain old telephone service (POTS).

dig See Domain Information Groper (dig).
digital certificate See certificate.
Digital Signal (DS) An alternative term 

sometimes used to refer to T-connections. 
The DS is usually followed by a number 
indicating which T-Connection technol-
ogy it is the same as.

digital subscriber line (DSL) A type 
of data communications technology 
that uses the Public Switched Telephone 
Network (PSTN), except that it transfers 
data in digital and at a higher frequency 
than voice communications do.

Directory Service A locally-run database 
service that contains information about 
network users and resources, typically 
used to control access to those resources.

distance How far data has to travel to get 
from one point on a network to another.

distance vector routing protocol The 
simplest type of routing protocol that 
simply informs its neighbors of its 
routing table.

documentation Paper or digital records 
of what devices and cables you have on 
your network, how the network is con-
figured, where it is located, and policies 
and procedures used to manage and 
maintain the network.

cable being washed out to the point 
that the receiving network device can-
not understand the packet’s contents.

Encapsulating Security Payload (ESP) A 
security protocol that is part of the IPsec 
suite. ESP provides packet integrity, ori-
gin authentication, and data encryption.

encapsulation The process of taking data 
from a previous layer of the OSI Model 
and carrying it forward into the next 
layer.

encryption A process that allows either the 
header or the entire data packet to be 
encoded using a predetermined algo-
rithm in such a way that if an eaves-
dropper on the network can intercept 
the data as it’s transmitted, he still can’t 
understand it without knowing how to 
decode it.

Enterprise network A WAN used to con-
nect together offices or buildings in 
widely dispersed areas to keep all facili-
ties and employees of a company con-
nected to each other.

environmental interference Interference 
caused by something external to the 
network.

ESSID mismatch A problem that occurs 
when the incorrect Extended Service 
Set Identifier (ESSID) is set up in a 
wireless device’s configuration.

Ethernet One of the oldest and the most 
widely used LAN technologies in use 
today that defines numerous wiring and 
frame header standards.

Ethernet bonding A method of combin-
ing the bandwidth from two or more 
Ethernet links, to push data through a 
connection at a higher rate.

Ethernet DIX The most widely used 
Ethernet frame type that can be used 
directly by the Internet Protocol (IP). 
Also known as Ethernet II.

Ethernet II The most widely used 
Ethernet frame type that can be used 
directly by the Internet Protocol (IP). 
Also known as Ethernet DIX.

Ethernet SNAP A revision of the 
Ethnernet_802.2 Logical Link Control 
standard that allows a larger number of 
protocols to run on the network. (SNAP 
stands for Subnetwork Access Protocol.)

Ethernet_802.2 A revision of 
Ethernet_802.3 in which an identifier 
number is included to enable the frame 
header to work with the Data Link 
layer of the OSI Model.

Ethernet_802.3 A version of Ethernet, 
developed by Novell, that doesn’t include 

Domain Information Groper (dig) A 
command-line tool used to query DNS 
servers to gain information about them.

DoS (denial of service) See denial of 
service (DoS).

downtime The amount of time a network 
and/or network device is not functioning.

DS See Digital Signal (DS).
DSL See digital subscriber line (DSL).
DWDM See Dense Wavelength Division 

Multiplexing (DWDM).
dual firewall configuration A network 

defense mechanism that consists of two 
separate firewalls, one providing protec-
tion to the internal network and one 
providing protection from the outer 
network.  The area between the firewalls 
is called a demilitarized zone, or DMZ.

dumpster diving A type of attack in 
which intruders search through trash 
looking for personal information that 
they can use to steal identities or gain 
access to protected computer systems.

duplex True two-way communicationsbe-
tween two devices that can transmit or 
receive at the same time.

Dynamic Host Configuration Protocol 
(DHCP) A protocol developed to allow 
IP addresses to be assigned dynamically 
without requiring constant input from 
the network administrator.

dynamic IP addressing A method of 
assigning a different IP address each time 
a user logs in. See also static IP addressing.

dynamic routing A type of routing that 
occurs when a protocol dynamically 
creates its own routing tables and keeps 
them updated.

E
E1 A line that can carry a total 

throughput of 2.048mbps and has 
31 channels of 64kbps. and is the 
European counterpart to T1 lines in 
the United States.

E3 A line can carry a total throughput of 
34.386mbps and has 512 channels of 
64kbps. and is the European counterpart 
to T-3 lines in the United States.

e-Directory The directory services envi-
ronment created by Novell for use on 
Linux and other operating systems.

EAP See Extensible Authentication Protocol 
(EAP).

edutainment Software applications intend-
ed to both entertain and educate the 
people who use them.

electromagnetic interference (EMI) Noise 
that can result in the signal on a data 

BMGlossary.indd Page 493  16/02/12  3:07 PM user-f396BMGlossary.indd Page 493  16/02/12  3:07 PM user-f396 F-402F-402



494 | Glossary

a Layer 2 Data Link identifier. As a 
result, it can work only with Novell’s 
IPX packets. See Novell Ethernet.

event logs Data files that a system uses to 
record errors, warning, and informa-
tional messages generated by operating 
system components or applications.

event viewer An application or compo-
nent found on all current versions of 
Windows that centralizes all event logs 
on a local computer.

Evolved High Speed Packet Access 
(HSPA+) A newer version of HSPA 
that gives greater downlink and uplink 
speeds than HSPA.

Extended Unique Identifier (EUI) A 
variation on the standard 48-bit MAC 
address in which the host extension 
portion of the address is allowed to be 
longer than the conventional 24-bits. 
The two most common versions of EUI 
are EUI-60 and EUI-64.

Extensible Authentication Protocol 
(EAP) An authentication protocol pri-
marily used in wireless communications, 
although it can also be used with Point-
to-Point Protocol (PPP) connections.

F
fault tolerance A network’s ability to have a 

portion of itself fail but to still continue 
to work at some level of functionality.

feeder cable A 25-pair or 100-pair cable 
that supplies signals to many connected 
pairs.

File Transfer Protocol (FTP) A protocol 
used to transfer files across the Internet.

filtering A data manipulation technique  
that firewalls use to protect a network 
from malicious attacks by preventing 
data packets that meet certain criteria 
from entering into the system or net-
work.

firewall A networking device designed 
to prevent a hacker or other security 
threats from entering the network or—
barring that—limit the ability of threats 
to spread through the network using 
intrusion detection software generally 
into the firewall device.

fractional T1 A T1 connection that is 
divided up into 24 channels of 64kbps 
each.

fraggle attack A type of Denial of Service 
attack that is similar to a Smurf attack, 
except that it uses UDP echo replies 
instead of ICMP replies.

frame What a data packet becomes known 
as when it reaches the Data Link layer 

HDSL See high-bit-rate digital subscriber 
line (HDSL).

hexadecimal A base 16 numbering system 
that replaces every four bits with the 
numerals 0–9 or alphabetic letters A–F. 
The result is a string of numbers and 
letters that are much easier for a human 
to read. See also binary.

high availability A goal or concept in 
network optimization that refers to 
the ability to keep a network up and 
running reliably with the least amount 
of downtime possible.

high bandwidth application A network 
application that requires a lot of 
bandwidth to function.

high-bit-rate digital subscriber line 
(HDSL) A type of DSL developed to 
use twisted-pair copper lines and to 
carry both voice and data.

High Speed Packet Access (HSPA) HSPA 
is one of the most widely deployed 
mobile broadband implementations 
worldwide.

history log Data files that contain an 
ongoing record of the activity in a 
specific device or on the network.

holder The owner of a public key.
hop An interim router on the path 

between a source end system and a des-
tination end system on an IP network. 

host-based firewall A software package that 
runs on a computer platform and evalu-
ates packets that arrive on the host to 
determine whether they are malicious.

Host-Based Intrusion Detection System 
(HIDS) Software firewalls installed on 
a host computer.

Host-Based Intrusion Prevention System 
(HIPS) A host-based intrusion detec-
tion system (HIDS) that also has the 
ability to prevent an intrusion or take 
action against a detected intrusion.

hostname A command-line tool used to 
display the DNS hostname of the local 
machine.

host-to-host communications A type of 
communication session in which one 
host, such as a workstation, connects to 
another host. An example of this type 
of communication is a private chat 
session.

HSPA See High Speed Packet Access.
HSPA+ See Evolved High Speed Packet 

Access.
HTTP See Hyper-Text Transfer Protocol 

(HTTP).
HTTPS See Hyper-Text Transfer Protocol 

Secure (HTTPS).

of the OSI Model. See also bits, data, 
and segment.

Frame Relay A WAN service designed to 
connect two points that require only 
intermittent communication.

frame synchronization A method that a 
specific frame type or protocol uses to 
delineate, or define, to the computer the 
beginning and end of any given frame.

frequency The number of oscillations a 
signal completes in a specific amount of 
time, usually measured in hertz.

FTP See File Transfer Protocol (FTP).
full-duplex A category of communication 

in which both devices can send and 
receive communication at the same time.

G
gateway proxy server A type of proxy 

server that passes requests and replies in 
an unmodified form.

geostationary orbit (GSO) A fixed posi-
tion above the Earth for seeing the 
largest area on the planet at one time, 
located 35,786 kilometers up and 
along the Earth’s equator. This orbit is 
also sometimes called Geosynchronous 
orbit (GEO).

geosynchronous orbit (GEO) See 
Geostationary orbit (GSO).

Graphical User Interface (GUI) A mecha-
nism by which humans interact with a 
computer using graphics, icons, and win-
dows instead of simple text characters.

gigabits per second (gbps) A data transmis-
sion speed of billions of bits per second.

H
half-duplex A category of communication 

in which a device can either send com-
munication or receive communication, 
but cannot do both at the same time.

hardware firewall A special purpose device 
that acts as a router with a large num-
ber of access control lists (ACLs) built 
into it, designed to recognize activities 
that can be interpreted as attacks on the 
network and counter them.

hardware loopback Not a wiring stan-
dard, but a way to redirect data flow so 
that a computer is tricked into seeing 
its own output as input.

header A series of data fields added by a 
protocol at a given OSI model layer 
to data received from a protocol at the 
layer above. These data fields contain 
information that describes what the 
corresponding layer at the destination 
system should do with the data.
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hub A device similar to a repeater that 
works as though it were the bus of a 
larger network.

hybrid routing protocol An Application 
layer protocol used to transport Hyper-
Text Markup Language (HTML) 
documents, otherwise known as web 
pages, over the Internet.

hybrid network topology A hybrid or com-
bination of several network topologies.

Hypertext Transfer Protocol (HTTP) 
A protocol used to transfer web pages 
across a network, most commonly the 
Internet.

Hypertext Transfer Protocol Secure 
(HTTPS) A technology that, combined 
with an SSL/TLS protocol, can secure 
a connection on the Internet or some 
other unsecure network to ensure that 
the hyper-text data being transferred 
over that connection is also secured.

I
identity theft The act of presenting 

yourself as someone you are not in 
order to steal in one way or another 
from the person you are presenting 
yourself to be.

IDF See intermediate distribution frame 
(IDF).

IDS See intrusion detection system (IDS).
ifconfig A command-line tool that is the 

Linux/UNIX equivalent to ipconfig.
impedance The electric resistance of a data 

cable.
infrastructure wireless network A type 

of wireless network that uses a wireless 
access point (WAP) to control access 
and is often connected to a larger wired 
network.

Integrated Services Digital Network 
(ISDN) A set of standards designed to 
carry voice, video, data, and other ser-
vices in a digital format over the Public 
Switched Telephone Network (PSTN).

Integrated Services Digital Network-
Basic Rate Interface (ISDN-BRI) An 
entry-level version of ISDN, and the 
most commonly used version, which 
is able to achieve both upstream and 
downstream data rates by bonding two 
64 kbps channels, called B channels, 
together for data transmission and a 
third smaller channel of 16 kbps, called 
the D channel,  for control informa-
tion.

Integrated Services Digital Network-
Primary Rate Interface (ISDN-PRI) 
Aversion of ISDN similar to ISDN-

administrator so that he can take steps 
to stop any suspect activity found on 
the monitored network.

intrusion protection system (IPS) An 
active system that monitors network 
activity and takes steps to stop any 
questionable activity without involving 
the network administrator.

ipconfig A command-line tool found in all 
current versions of Microsoft Windows 
that is used to display network 
configuration values.

IPS See intrusion protection system (IPS).
IPSec See Internet Protocol Security (IPSec).
IPv4 One of two main versions of IP that 

is the oldest and most widely used. The 
logical addresses used in IPv4 are 32 
bits long and are generally expressed in 
8-bit digital format.

IPv6 An updated version of IP that is the 
least widely adopted.

ISDN See Integrated Services Digital 
Network (ISDN).

J
jitters The difference in the amount of 

time that two packets take to reach the 
same destination due to network delays.

K
Kerberos A protocol commonly used to 

authenticate clients over an unsecured 
network, most commonly LANs.

kilobits per second (kbps) A data trans-
mission speed of thousands of bits per 
second.

L
L2TP See Layer 2 Tunneling Protocol 

(L2TP).
last mile The telecommunications link 

from the customer’s demarc point to 
the first remote switching facility. This 
telecommunications link can be much 
less than a mile in urban areas and 
much more than a mile in rural areas.

latched A type of cable connector that uses 
a mechanism to hold the connector 
securely attached to its mate to prevent 
it from falling out.

latency The time it takes a data packet 
to move from one designated network 
location to another.

latency sensitivity A measurement of how 
well a program or network device can 
handle latency.

Layer 2 Forwarding (L2F) A tunneling 
protocol developed by Cisco Systems 
that encapsulates the PPP data generated 

BRI except that instead of just two B 
channels bonded together, it has 23 
(in North America) or 30 (in Europe). 
Additionally, the D channel for ISDN-
PRI has a throughput of 64 kbps 
instead of 16 kbps.

intelligent hub A multiport repeater that 
hasadditional features, such as diagnos-
tic and management capabilities.

interference A problem that occurs when 
strong electromagnetic fields interfere 
with the electrical impulses used to 
send signal across a copper wire.

intermediate distribution frame (IDF) A 
wiring point located in an equipment 
or telecommunications room and 
connected to the main distribution 
frame (MDF) by a backbone cable.

Internet A hardware and software infra-
structure composed of cables, routers, 
switches, servers, and other technologies 
used to make a public worldwide com-
munications system consisting of mil-
lions of interconnected private, public, 
academic, business, and government 
networks linked by a broad range of 
technologies.

Internet Key Exchange (IKE) A proto-
col in the IPSec suite that handles the 
negotiation of protocols and algorithms 
and to generate encryption and authen-
tication keys.

Internet layer A layer that occupies more 
or less the same area on the TCP/IP 
Model as the Network layer does on the 
OSI Model, and performs pretty much 
the same job. The Internet layer also 
performs many of the functions of the 
Logical Link Control (LLC) sublayer of 
the OSI Model’s Data Link layer.

Internet Protocol (IP) The primary end-
to-end protocol in the TCP/IP suite, 
providing connectionless service at the 
network layer. IP is responsible for 
some of the most critical functions on a 
TCP/IP network, including addressing, 
subnetting, and routing.

Internet Protocol Security (IPSec) A 
suite of protocols designed to provide 
security options to IP.

Internet service provider (ISP) A 
company that provides access to the 
entire Internet.

Internet layer A layer of the TCP/IP 
Model that routes packets between 
hosts and across networks.

intrusion detection system (IDS) A 
passive system that monitors network 
activity and notifies the network 
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by virtual private networks for safe trans-
mission over the Internet.

Layer 2 Tunneling Protocol (L2TP) 
A protocol, designed as an extension 
of the Point-to-Point Protocol (PPP), 
that allows PPP to establish a Layer 2 
(Data Link layer) connection so that 
the endpoints can reside on two dif-
ferent devices as long as they are con-
nected by a packet-switched network.

leased line A dedicated digital communi-
cations link, such as a T-1, permanently 
set up between two points, providing 
the subscriber with a constant level of 
bandwidth at all times.

light-emitting diode (LED) An electronic 
device that allows electricity to flow 
only one way through a circuit and pro-
duces light.

Lightweight Directory Access Protocol 
(LDAP) An application protocol that 
is the basis for various directory services 
environments, such as Microsoft’s Active 
Directory and Novell’s e-Directory.

link aggregation A bonding method in 
which multiple network cables and 
ports are used to increase link speed.

Link Control Protocol (LCP) A compo-
nent of PPP that enables it to establish 
and configure a data-link layer connec-
tion between two systems.

link state routing protocol A major 
protocol type used by routers to con-
struct their routing tables. Each router 
constructs a map of all routers on a 
network and updates those routers with 
its entire network map.

LLC sublayer See Logical Link Control 
(LLC) sublayer.

load balancer A device used to balance 
network traffic so that no network sec-
tions are overloaded.

load testing A testing methodology that 
consists of deliberately putting greater 
than normal demands on a network or 
the devices on a network to see how 
they will perform.

local access The ability to gain entry to a 
computer via a LAN.

local area network (LAN) One of two 
major categories of data networks. A 
LAN is limited to a local area. See wide 
area network (WAN).

local connector (LC) A fiber-optic con-
nector that uses a ceramic insert similar 
to standard-sized fiber-optic connectors.

local loop The loop that encompasses the 
customer’s demarcation point and the 
customer’s central office.

point for network and telephone lines. 
Internal lines are connected to one side; 
lines for external communications com-
panies connect to the other side.

malicious software A broad category of 
software programs that includes any 
application that an attacker can use 
against a company or an individual.

man-in-the-middle attack A type of 
cyberattack in which a person positions 
him- or herself between two other peo-
ple and eavesdrops digitally on them.

mechanical transfer registered jack 
(MT-RJ or MTRJ) A type of small 
form factor (SFF) fiber optic connector.

media Whatever carries communications 
physically across a network, such as copper 
wires, radio signals, or fiber optic cables.

Media Access Control (MAC) sublayer A 
sublayer of the OSI Model’s Data Link 
layer that provides access control to the 
media.

media access unit (MAU) A device used 
to attach multiple network stations in a 
token-ring network. Sometimes called a 
token-ring hub, ring hub, or multista-
tion access unit (MAU).

media converter A device used to convert 
one type of media to another type, such 
as converting coaxial to twisted pair or 
fiber to copper, thus allowing differ-
ent types of technologies on the same 
network.

Medium Earth orbit (MEO) A type of 
orbit between 2,000 and 34,780 kilome-
ters, primarily used for GPS networks.

megabits per second (mbps) A data trans-
mission speed of millions of bits per 
second.

mesh network topology A topology com-
monly used in a WAN environment in 
which every computer or building is 
connected directly to every other com-
puter or building in the network.

message switching A data 
communications technology in which 
whole messages are routed to their 
destinations one hop at a time.

metrics Measurements used by a routing 
protocol to determine the best routes 
available to it.

metropolitan area network (MAN) A 
type of network that generally spans a 
city or large campus and is between the 
size of a LAN and a WAN.

MDF See main distribution frame (MDF).
Microsoft Challenge-Handshake 

Authentication Protocol (MS-CHAP) 
An authentication method similar 

logical address A network address used as 
a kind of placeholder as data is moved 
across different computers and logically 
assigned depending on the Network 
layer protocol in use.

Logical Link Control (LLC) sublayer A 
sublayer of the OSI Model’s Data Link 
layer that in some ways resulted in the 
creation of the IEEE 802.2 standard.

logical network diagram A diagram that 
shows how everything works on the 
network.

logical topology The arrangement of net-
work devices and how they talk to one 
another. See also physical topology.

Long Term Evolution (LTE) A result of 
the 3rd Generation Partnership Project 
(also known as 3GPP) that is intended 
to be a replacement for 3G cellular 
networking.

Long Term Evolution Advanced (LTE 
Advanced) An updated version of the 
LTE standard that fully implements all 
parts of the 4G standard, making it a 
“true” 4G unlike its predecessor LTE.

loopback testing A testing methodology 
thatuses a specially designed connec-
tor or command to feed data back in 
through the same port that transmitted 
it, to make sure that the port is physi-
cally functional.

Low Earth orbit (LEO) A type of satel-
lite orbit commonly used for handheld 
satellite communications and generally 
considered to be any orbit between 160 
kilometers and 2,000 kilometers.

M
MAC address The physical binary address 

that every network device is given when 
it is created by its manufacturer. See 
physical address.

MAC address filtering A technology in 
which only a preprogrammed MAC 
address is allowed access to a specific 
wireless access point (WAP).

MAC sublayer See Media Access Control 
(MAC) sublayer.

macro A type of scripted software sub-
routine that executes a predetermined 
series of actions on a selected document 
or part of a document.

macro virus A type of virus that attaches 
itself to the documents produced by com-
mon software applications in the form of 
a macro created in the macro language of 
the affected application document.

main distribution frame (MDF) A wir-
ing point generally used as a reference 
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to standard CHAP and designed to 
work closely with Microsoft operating 
systems, specifically the authentication 
protocols and capabilities built into 
various Windows operating systems.

modem A device used to modulate 
(change) an analog signal so that it 
can encode digital information, or to 
demodulate the encoded signal so that 
it can be decoded back into something 
a computer can read. The term is short 
for modulator/demodulator.

Molniya orbit A type of orbit between 
200 and 1,000 kilometers, designed to 
cover locations in far northern regions 
of the Earth.

MS-CHAP See Microsoft Challenge-
Handshake Authentication Protocol 
(MS-CHAP).

mtr See my traceroute (MTR).
multicast A method of communication 

in which a computer sends packets to 
multiple computers at one time, but 
not to all computers on the network. 
See broadcast and unicast.

Multilink trunking (MLT) A form of 
bonding which makes it possible to 
bind two or more ports together on cer-
tain switches to allow for fault tolerance 
or greater throughput between switches 
or between a switch and a router. Also 
known as port bonding.

multimeter A device designed to take sev-
eral types of measurements, such as volt-
age, amperage, resistance, and continuity.

multimode fiber (MMF) A type of fiber-
optic cable that uses light to communi-
cate a signal and is most often used for 
shorter-distance applications.

multiprotocol label switching (MPLS) 
A relatively new standard designed 
to speed up data transmission across 
a larger network by attaching labels 
to frames based on their destination 
rather than their source so that multiple 
frames going to the same destination 
can be grouped together.

my traceroute (MTR) A Linux/UNIX 
command-line tool that combines the 
capabilities and functionality of tracer-
oute and ping.

N
nbtstat A command-line tool used to 

obtain information about a local 
machine and the devices it is connected 
to, based on NetBIOS names.

netstat A command-line tool used to 
display information about network 

and act to stop the threat. Similar to an 
intrusion protection system (IPS). NIPSs 
work on the entire network instead of a 
single device.

Network layer The layer in the OSI 
Model responsible for moving data 
packets from one end of the network to 
the other.

network layer firewall A type of network 
protection device that functions on the 
network layer of the OSI model and pri-
marily targets packet communications.

network management A collective term 
for various actions, procedures, and 
methods related to monitoring, con-
figuring, maintaining, supporting, 
and updating a network and its infra-
structure.

network monitoring The act of observing 
a network’s activity and determining its 
current state.

network optimization The process of 
striking a balance between network per-
formance and network cost.

network security policy A detailed docu-
ment outlining a large variety of guide-
lines related to the security of a com-
pany or organization’s network.

network termination An ISDN device 
that converts the 4-wire subscriber 
line to the conventional 2-wire service 
entering most homes.

network topology The logical or physical 
layout of a network.

network video application A program or 
service thatuses conventional data com-
munications technologies and networks 
to carry video over IP.

network-to-host communications A 
type of communication that occurs 
when a router on one network com-
municates with a host, or workstation 
on another network. An example of 
this type of communication is remote 
access.

network-to-network communications 
A type of communication that occurs 
when a router on one network com-
municates with a router on a different 
network.

next hop The IP or other protocol address 
of the next stop along the path to the 
desired destination.

NIC See network interface card (NIC).
noise Anything that interferes with the 

transmission of information in a given 
environment, such as radio frequency 
interference (RFI) or electromagnetic 
interference (EMI).

connections, routing tables, interface 
statistics, masquerade connections, and 
multicast memberships.

Network Access Control (NAC) An 
overall approach to computer security 
that limits what a host, client, or device 
can do on a proprietary network.

Network Address Translation (NAT) A 
technology used to stretch out the lim-
ited number of IP addresses available 
to IPv4.

Network as a Service (NaaS) The idea 
that network services should be sold on 
a general access basis independent of 
hardware platform and infrastructure 
rather than based on a specific com-
pany or organization’s infrastructure.

network-based firewall A type of firewall 
residing on the network that prevents 
a threat from actually entering the net-
work it’s protecting.

Network Control Protocol (NCP) A 
component of PPP that enables it to 
establish and configure different proto-
cols functioning at the network layer of 
the OSI reference model.

network diagram An important piece of 
documentation that shows either the 
physical layout of a network or its logi-
cal layout.

Network Fault Tolerance (NFT) A bond-
ing technique that providesnetwork 
redundancy.

network interface card (NIC) A basic 
component that connects a computer 
to a network. NICs can be found in 
expansion cards or built directly into a 
computer’s motherboard. NICs are also 
sometimes called Network Interface 
Controllers.

network interface controller (NIC) See 
network interface card (NIC).

Network Interface Device (NID) See 
smart jack.

Network Interface layer The last layer 
of the TCP/IP Model that does much 
of the job of the Media Access Control 
(MAC) sublayer of the Data Link layer 
and the Physical layer of the OSI Model.

network intrusion detection system 
(NIDS) Network software designed 
to look for evidence of threats and 
report it. Similar to an intrusion detec-
tion system (IDS) except that it works 
for the entire network rather than a 
single host.

network intrusion prevention system 
(NIPS) Network software designed to 
look for evidence of threats, report it, 
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Novell Ethernet Another name for the 
Ethernet_802.3 frame type, which can 
run only with Novell’s IPX packets.

nslookup A command-line tool used to 
look up DNS servers.

O
OC-x An optic carrier level in which the 

X is the actual multiple of the base 
level called OC-1.This measurement is 
used in reference to SONET networks.

offloading A load-balancing methodology 
in which packets containing specific 
protocols, such as Secure Sockets Layer 
(SSL) or TCP, are sent to one server 
while other packets are sent to another.

optical time-domain reflectometer 
(OTDR) An electronic instrument used 
to test fiber-optic cables. See also time-
domain reflectometer (TDR).

OSI Model A reference framework 
designed to explain how different 
networking technologies work together 
and interact.

OTDR See optical time-domain 
reflectometer (ODTR).

P
packet What a data segment becomes when 

it reaches the Network layer of the OSI 
Model. See also bits, data, and frame.

packet analyzer An application designed 
to capture network packets and break 
them apart to analyze and interpret 
them. These applications are also some-
times referred to as packet sniffers.

packet drop probabilities The chance 
that a packet will be dropped while it is 
moving across a network.

packet filter Another term for a Network 
layer firewall that targets packet traffic.

packet shaping The specific practice of 
limiting packet types, sources, or content 
as the means to do bandwidth shaping.

packet sniffer A program designed to cap-
ture network packets and break them 
apart to analyze them.

packet switching A network 
communications technology that opens 
up connections only long enough for 
a small data packet to move from one 
network segment to another.

partial mesh network topology A topology 
that has all the same advantages as a 
full mesh topology where redundancy is 
concerned, but requires fewer connec-
tions and therefore costs less.

passive hub A type of cabling nexus—rarely 
if ever used  in networking today—that 

PKI See public key infrastructure (PKI).
plain old telephone service (POTS) The 

standard land-line telephone service 
that almost every household in America 
has access to.

plaintext An unencrypted communication 
packet, message, or password.

plenum The space between the ceiling of 
one story and the floor of the next.

plenum-rated cable A cable in which the 
insulating material that can be run in the 
plenum is composed of materials that do 
not release deadly gases when burned.

PoE See Power over Ethernet (PoE).
point-to-multipoint topology A variation 

of the point-to-point topology commonly 
used in both LANs and WANs. In 
this type of topology, one device is 
connected to several other devices.

Point-to-Point Protocol (PPP) A Data 
Link layer protocol that helps ensure 
that packets arrive at their destination 
in sequence without having to find 
their own routes to the destination.

Point-to-Point Protocol over Ethernet 
(PPPoE) A protocol that allows PPP to 
be used in an Ethernet environment.

point-to-point topology A topology 
commonly used in a WAN 
environment in which one computer 
is directly connected to one other 
computer or device.

Point-to-Point Tunneling Protocol 
(PPTP) A tunneling protocol 
developed by Microsoft for use with 
virtual private networks (VPNs).

policy A component of network 
management that concerns how the 
network is documented.

PON See Passive Optical Network (PON).
port A feature of the Transport layer 

protocols used to determine which 
upper-layer protocols, services, or pro-
cesses each data segment is intended 
for. This is also sometimes called the 
port address.

port address A unique address inside the 
computer that is associated with a spe-
cific protocol, service, or application.

Port Address Translation (PAT) A 
technology that Network Address 
Translation (NAT) uses to keep track 
of which device asks for which piece of 
information.

port authentication A security methodol-
ogy in which a device limits access to a 
specific port to certain MAC addresses.

port bonding A form of bonding which 
makes it possible to bind two or more 

splits one connection into two or 
more connections, much as a split-
ter would. Passive hubs do not need a 
power source and do not repeat signals. 
Therefore, they cannot extend the reach 
of a network.

Passive Optical Network (PON) A point-
to-multipoint fiber optics network.

password policies A collection of stan-
dardized criteria that make a password 
acceptable for network use.

patch cable Any cable with a connector on 
both ends that is used to connect a net-
work device to another network device, 
to a wall jack, or to a patch panel.

patch panel A rack or wall-mounted 
structure that houses cable connections.

peer-to-peer network One of two major 
types of LANs in which each computer 
in the network acts independent of all 
the other computers, but can share data 
and resources such as printers with all 
computers in the network. See also cli-
ent/server network.

performance In networking, an analysis of 
how well the network is currently func-
tioning and what can be done to make 
it function better.

phishing A type of cyberattack that uses 
various means to trick people into 
revealing passwords, account numbers, 
Social Security numbers, and various 
other sensitive pieces of information.

physical address The binary address that 
every network device is given when it is 
created by its manufacturer. See MAC 
address.

Physical layer The bottom level of the 
OSI Model that deals with all aspects 
of physically moving data from one 
computer to the next. This layer
covers the network’s cables and
equipment.

physical network diagram A document 
that shows where everything on the 
network is physically located.

physical security An essential practice to 
protect against unwarranted physical 
access to a computer or network.

physical topology A network’s physical 
design, including the devices, location 
of devices, and installation of cables.

ping A program used to determine 
whether a specific IP address can be 
reached on the network.

ping testing A testing methodology in 
which you use the ping command to 
test the full range of functionality for a 
specific network connection.
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ports together on certain switches to 
allow for fault tolerance or greater 
throughput between switches or 
between a switch and a router. Also 
known as Multilink trunking (MLT).

port mirroring A technique in which 
a switch sends a copy of the frames 
from one or more ports on a switch to 
another port on the same switch.

port scanner A software program designed 
to search a host or a network server for 
port addresses that are open but not 
being used.

port security A function of Cisco switches 
that is designed to counter the ability 
of attackers to share a switch port with 
the legitimate user to gain access to net-
work resources.

port-based authentication See Port 
Authentication.

POTS See plain old telephone service (POTS).
Power over Ethernet (PoE) The proto-

col used to safely transfer power over 
Ethernet cabling.

PPP See Point-to-Point Protocol (PPP).
PPPoE See Point-to-Point Protocol over 

Ethernet (PPPoE).
PPTP See Point-to-Point Tunneling Protocol 

(PPTP).
Presentation layer The layer in the OSI 

Model concerned with how data is 
presented to the network.

priority activation is the act of sending 
data packets to a specific device or seg-
ment of a network based on their prior-
ity thus ensures that data from more 
important sources are sent to their 
destination first.

private branch exchange (PBX) A tele-
phone exchange or switch that serves 
a private business or office rather than 
one a phone company owns.

private IP address An IP address that 
cannot be used on the Internet.

private network A network that is not 
intended to connect directly to the 
Internet, but uses an intermediary such 
as Network Address Translation (NAT) to 
allow access to the Internet.

procedure A component of network 
management that lays out how the 
network should be maintained, what 
should happen should failure or 
other such issues occur, and how to 
implement established policies.

propagation The amount of time required 
for a packet to travel to its destination.

protocol A predefined and widely accepted 
set of rules used to describe exactly how 

level by providing redundancy across 
network nodes much like RAID does 
across hard disk.

registered jack (RJ) A standardized con-
nector for joining telecommunications 
or data equipment to a service provider 
using twisted pair cables.

regulations Rules and guidelines imposed 
on the company by outside agencies 
and/or organizations.

reliability A term referring to likelihood 
thata network will function properly 
over a given time period.

remote access The ability to gain entry to 
a computer via a WAN connection.

Remote Authentication Dial-In User 
Service (RADIUS) A service that 
provides a method of centralized 
AAA (authentication, authorization, 
accounting) between a computer and a 
managed network.

Remote Access Services (RAS) A group 
of technologies used to facilitate remote 
access to a computer network.

remote access VPN The most widely 
known type of VPN, used to connect 
remote users to a corporate network via 
a public network, usually the Internet.

Remote Desktop Connection The client 
program for Microsoft’s proprietary 
Remote Desktop Protocol (RDP).

Remote Desktop Protocol (RDP) A pro-
prietary protocol from Microsoft used 
to create a graphical interface from one 
computer to another.

Remote Desktop Service The server 
program for Microsoft’s proprietary 
Remote Desktop Protocol (RDP).

Remote Shell (RSH) A small computer 
program used to issue line commands 
remotely across a network.

repeater A device that repeats a signal it 
receives in order to rebroadcast it, thus 
extending the range of a particular 
cable run.

Request for Comment (RFC) Documents 
by which all networking standards and 
protocols are defined.

reverse proxy server A type of proxy serv-
er that acts as a front end for a private 
network’s Internet requests and returns 
the resulting data to clients without 
identifying its source.

ring topology A networking topology that 
uses a ring-shaped backbone cable to 
connect all the computers together. Each 
node is connected to two other nodes.

rogue access point An unauthorized wire-
less access point that an attacker has 

a specific task is to work in a network 
environment.

protocol stack All the protocols from a 
protocol suite currently used to carry 
out specific functions of network 
communications within the computer.

protocol suite A group of networking 
protocols designed to work together to 
carry out all functions needed for data 
to be communicated across a network.

PSTN See Public Switched Telephone 
Network (PSTN).

public IP address An IP address that 
can be used on the Internet. Public IP 
addresses must be registered with the 
Network Information Center. See private 
IP address.

Public Key Infrastructure (PKI) A 
set of people, policies, software, and 
equipment needed to handle digital 
certificates for various applications.

public network A network that is intended 
to have direct access to the Internet.

Public Switched Telephone Network 
(PSTN) The entire world-wide 
telephone network.

punch down tool A hand tool designed 
to terminate wires on a 110 block or a 
66 block.

Q
quality of service (QoS) The mechanisms 

that allow a network to reserve 
resources and control how those 
resources are distributed.

R
radio frequency interference (RFI) 

Strong radio signals that can interrupt 
transmission through copper cables.

RADIUS See Remote Authentication Dial-
In User Service (RADIUS).

RAIN See Redundant Array of Independent 
Nodes (RAIN).

RAS See Remote Access Services (RAS).
RDP See Remote Desktop Protocol (RDP).
Recommended Standard 232 (RS-232) The 

cable standard used for serial data cables 
connecting data-terminal equipment and 
data-communications equipment.

redundancy A fault tolerance technique 
in which a network has standby com-
ponents online and running, so that 
if a main component ails, the redun-
dant component can pick up the load 
seamlessly.

Redundant Array of Independent Nodes 
(RAIN) A bonding technology that 
protects data stored at the file-system 
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added to a network to facilitate illicit 
access.

rollover cable A cable used to connect a 
host computer to a router’s console port.

route A command used to view and/or 
manipulate the routing table on the 
targeted device by adding or removing 
static routes.

routed protocol A type of protocol that 
routers and other network devices can 
use over a network.

router A networking device that moves 
packets across a network.

routing protocol A type of protocol used 
by routers to compile routing tables 
that routed protocols move around the 
network.

routing table Small databases that routers 
and other networked devices refer to, to 
determine which route to take to get to 
a specific network location.

RS-232 See Recommended Standard-232 
(RS-232).

RSH See Remote Shell (RSH).

S
satellite communications A variation on 

microwave communications in which a 
ground station communicates to one or 
more orbiting satellites, and then the sat-
ellites communicate to a different ground 
station or to another orbiting satellite.

scanning services The ability of a firewall 
to scan packets and protocols for spe-
cific threats.

schematics A type of diagram that uses 
graphic symbols rather than realistic 
pictures to depict the elements of a 
computer or network system.

SCP See Secure Copy Protocol (SCP).
SDSL See symmetric digital subscriber line 

(SDSL).
Secure Copy Protocol (SCP) An SSH 

extension that encrypts and transports 
data across network connections.

Secure File Transfer Protocol (SFTP) 
A means of providing access, transfer, 
and management of files over secure 
network communication sessions. 
Sometimes called SSH File Transfer 
Protocol (SFTP).

Secure Shell (SSH) A protocol that acts 
to authenticate the user attempting to 
gain access to a system via encrypted 
passwords.

Secure Sockets Layer (SSL) A network-
ing protocol that, in conjunction with 
other protocols, provides security for 
Internet-based communications.

single firewall configuration A simple 
securityconfiguration that uses only one 
firewall to protect the network.

single-mode fiber (SMF) A very high-speed, 
long-distance media that consists of a 
single strand—sometimes two strands—
of glass fiber that carries the signals.

site-to-site VPN A type of virtual private 
networking that connects different com-
pany-owned sites to each other via a pub-
lic network such as the Internet without 
using dedicated leased lines such as a T-1.

small form factor (SFF) connector A fiber-
optic connector that allows more fiber-
optic terminations in the same amount of 
space than its standard-sized counterparts.

Small Office Home Office (SOHO) A 
special category of small LANs used for 
home offices or small business offices 
that only contains a small number of 
networked devices that are well-integrat-
ed with the other network devices in the 
home or office in which it is set up.

smart jack A special network interface 
owned by the service provider that joins 
the service provider’s network and the 
internal network of the customer.

smurf attack A type of Denial of Service 
attack in which the target server or net-
work is flooded with Internet Control 
Message Protocol (ICMP) replies.

SNAT See Source Network Address 
Translation (SNAT).

snips A handheld tool used to cut wire, 
wire ties, and similar type things.

SNMPv3 See Simple Network 
Management Protocol version 3 
(SNMPv3).

social engineering The manipulation of a 
person into revealing important infor-
mation.

SOHO See Small Office Home Office 
(SOHO).

SONET See Synchronous Optical Network 
(SONET).

Source Network Address Translation 
(SNAT) A specific type of NAT in 
which the router/switch, in charge 
of the NAT process for the network, 
changes the source IP address of the 
request going out of the local network.

Spanning Tree Protocol (STP) The 
protocol used when multiple switches 
are employed in the same network.

speed The measure of how much data can 
move through a network in a given 
amount of time.

speed test A type of application that is 
designed to test the amount of data 

Secure Sockets Layer VPN (SSL VPN) 
A specific implementation of a virtual 
private network (VPN) that allows 
secure VPN sessions to be set up from 
within a browser. (SSL stands for 
Secure Sockets Layer.)

segment What data is called after it enters 
the Transport layer of the OSI Model. 
See also bits, frame, and packet.

serial A type of data communication in 
which a system sends one bit after 
another out onto the wire or fiber of 
a network and is interpreted by a net-
work card or other type of interface 
on the other end. The receiving device 
reads each 1 or 0 separately and then 
combines them with others to form 
data.

server-side compression A feature of PPP 
that conserves bandwidth by compress-
ing a data stream before transmitting it.

service set identifier (SSID) The network 
name for a particular wireless access 
point (WAP).

Session layer The layer in the OSI Model 
that’s responsible for managing the 
dialog between networked devices.

SFTP See Secure File Transfer Protocol 
(SFTP).

shielded twisted pair (STP) A type of 
twisted-pair cable that is shielded by a 
metallic foil.

short A problem that occurs when wires 
carrying electrical signals or power 
physically touch each other after having 
their insulation worn off at the point 
where they make contact.

signature Unique patterns of threats, 
whether viruses or network attacks, that 
uniquely identify them.

signature-based detection A method in 
which an intrusion detection system (IDS)/
intrusion protection system (IPS) com-
pares incoming activity to a signature 
database of known attacks. When an 
activity matches a signature, the IDS/IPS 
responds based on how it’s programmed 
to deal with the malicious activity.

signature identification A process that 
many firewalls, IDSes, and antivirus 
programs use to identify threats.

Simple Network Management Protocol 
version 3 (SNMPv3) A set of protocols 
developed in the early 1980s and used 
to manage and monitor complex net-
work systems.

simplex A category of communication in 
which a device can either broadcast or 
receive but cannot do both.
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passing through a network in a specific 
amount of time.

spyware A type of malicious software that 
is secretly installed on a person’s com-
puter to spy on a computer system’s 
user and obtain information that the 
user would not normally allow to be 
known without the user being aware 
that the information is being taken.

square connector (SC) Another name for 
a subscriber connector (SC).

SSH See Secure Shell (SSH).
SSH File Transfer Protocol (SFTP) See 

Secure File Transfer Protocol (SFTP).
SSID See service set identifier (SSID).
standards mismatch An event that occurs 

when all devices on a network do not use 
the same standard for communication.

star network topology The most com-
monly used networking topology nowa-
days, consisting of one central switch, 
hub, or computer to which all other 
nodes are connected.

stateful filtering A type of filtering in 
which the firewall needs to know the 
state of each connection to be able to 
filter packets properly.

stateful firewall A type of network protec-
tion device stateful packet inspection to 
filter communications.

stateful inspection A form of packet fil-
tering that is based on a packet’s state 
which includes as IP address, port 
number, sequence number, what ses-
sion it is part of, and packet type. Also 
called stateful packet inspection.

stateful packet inspection See stateful 
inspection.

stateful protocol analysis A technique in 
which the intrusion detection system (IDS)/
intrusion protection system (IPS) analyzes 
each packet for any settings or flags in its 
header that do not belong there.

stateless filtering A type of filtering in 
which each packet is treated as though 
it were a separate entity, regardless of 
which session it is a part of or the state 
of that session. Stateless filtering is 
faster than stateful filtering.

stateless packet inspection A type of 
packet inspection that treats each pack-
et as if it were a separate entity without 
regard to session or state.

static IP addressing The oldest way to 
assign IP addresses in which a network 
administrator manually assigns all 
of them. Each user uses the same IP 
address every time he or she logs in. See 
dynamic IP addressing.

system logs Data files maintained by the 
operating system or components of 
the operating system that record infor-
mation about system changes, device 
changes, system events, driver changes, 
and other similar types of information.

T
T1 A telecommunication technology that 

can carry a total of 1,544mbps and has 
24 channels of 64kbps.The European 
equivalent to this technology is E1.

T3 A telecommunication technology that 
can carry a total of 44.736mbps and has 
672 channels of 64kbps.The European 
equivalent to this technology is E3.

T-Lines A group of technologies that uses 
digital multiplexing to create a num-
ber of smaller 64 kbps channels which 
administrators can combine or separate 
as needed.

TCP port A code number assigned to net-
work user sessions or applications when 
using the TCP protocol to identify the 
transaction.

TCP/IP Model A networking reference 
framework based on the TCP/
IP Protocol Suite and offered as an 
alternative to the OSI Model.

TCP/IP Protocol Suite The most 
commonly used group of protocols 
designed to work together to carry 
out all functions needed for data to be 
communicated across a network.

TDR See time-domain reflectometer (TDR).
Telnet A terminal-emulation tool used to 

enter commands into another com-
puter or other device remotely across a 
network.

TELNET (TEerminaL NETwork) A ter-
minal emulation program that provides 
bidirectional interactive command line 
access to either a remote or local host.

temperature monitor A device that 
monitors the temperature of an electric 
device to avoid having it rise above cer-
tain temperatures that render electronic 
devices unreliable.

Temporal Key Integrity Protocol (TKIP) 
A suite of algorithms designed to add 
security on top of what wired equivalent 
privacy (WEP) provides.

terabits per second (tbps) A data transmis-
sion speed of trillions of bits per second.

Terminal Access Controller Access 
Control System Plus (TACACS+) A 
Cisco proprietary protocol used for 
routers, network access services, and 
similar devices.

static routing Routing that occurs when 
routing tables are manually changed or 
updated as new routes are needed on a 
network or old routes change.

storage delay A condition in which a 
packet has to be temporarily stored 
before it can be transmitted.

straight-through cable A cable used to 
connect a host to a switch or hub, or a 
router to a switch or hub.

straight tip (ST) connector A fiber-
optic connector that uses a BNC-style 
attachment mechanism similar to 
Thinnet that makes connections and 
disconnections fairly frustration free.

stress testing A testing method in which 
administrators deliberately load net-
works or devices beyond the point 
where they can function properly, to see 
what will happen.

subnetting The process of taking a given 
IP address range and breaking it up 
into smaller pieces so that the range can 
be used on more than one network.

subscriber connector (SC) A fiber-optic 
connector that uses a mechanism to 
hold the connector in securely that 
prevents it from falling out. Also 
known as a square connector (SC).

supernetting The process of combining sev-
eral IP ranges into one larger network.

switch A device used to connect multiple 
networking devices, usually computers, 
to form a local area network (LAN).

switch loop A condition in which two 
or more switches keep sending frames 
back and forth to each othe and 
nowhere else on the network.

symmetric digital subscriber line (SDSL) 
A type of DSL technology that offers 
the same data rates for both down-
stream and upstream communications.

Synchronous Digital Hierarchy (SDH) 
A multiplexing protocol that transfers 
multiple digital bit streams, also called 
channels, over fiber-optic cables using 
either lasers or LEDs. SDH is similar 
to the SONET technology used United 
States and Canada.

Synchronous Optical Network (SONET) 
A standardized multiplexing protocol used 
to transfer multiple digital bit streams, also 
called channels, over fiber-optic cables.

System Intrusion Detection Software 
(SIDS) See Host-Based Intrusion 
Detection Software (HIDS).

System Intrusion Prevention Software 
(SIPS) See Host-Based Intrusion 
Prevention Software (HIPS).
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Terminal Services A server component 
in Windows that is now referred to as 
Remote Desktop Services.

terminal equipment A telephone, com-
puter, or other device connected to a 
network.

Terminal Services Client The equivalent 
of remote desktop connection (RDC) 
in earlier versions of windows.

test environment A special lab scenario set 
up to resemble the real environment.

Thin Ethernet (Thinnet) A thin coaxial 
cable, also known as 10Base-2, that is 
basically the same as thick coaxial cable 
except that it measures about a quarter 
inch in diameter.

throughput The amount of actual data 
being carried at any given time during a 
connection.

throughput tester A program or device 
that is designed to test the amount of 
data passing through a network in a 
specific amount of time. See speed test 
or speed tester.

time division multiplexing A signal mul-
tiplexing technique that uses time slots 
to break a communications signal into 
a set number of channels.

Time-Domain Reflectometer (TDR) An 
electronic instrument used to test in-
place non-fiber cables for faults.

TKIP See Temporal Key Integrity Protocol 
(TKIP).

toner probe A tool used to find the end of 
a long run of cable.

trace route testing A variation on ping 
testing that displays the name or IP 
address at which a network connection 
stops functioning.

traceroute A Linux/UNIX command-line 
tool that reports back each stop a packet 
makes on its way to a destination.

tracert Microsoft Windows version of 
traceroute.

traffic shaping A technique for network 
optimization in which traffic is pri-
oritized based on what type of packet 
is passing through the network. Also 
known as bandwidth shaping.

translation The ability to take data trans-
mitted by one type of computer and 
change it so that another type of com-
puter can understand it.

transmission The act of sending data 
across a network connection.

Transport layer The layer of the OSI 
Model that is concerned with taking 
data from higher layers and breaking 
it down into smaller pieces, called 

video application A type of application 
that uses conventional data 
communication technologies and 
networks to carry video over IP.

video communications Network com-
munications applications which are 
used to communicate using video 
transmissions.

video surveillance A network application 
which uses cameras to record what 
is happening in a specific area and 
transmit the image to a central server 
location.

virtual circuit switching A technology 
that combines the efficiency of circuit 
switching with the flexibility allowed by 
packet switching.

Virtual Desktop A virtual operating sys-
tem set up in a virtual environment 
that allows end users to run software 
programs.

virtual dial-up A term originally used by 
Cisco do describe virtual private net-
works.

virtual LAN (VLAN) A logical sub-
group on a local area network (LAN) 
created via software inside a switch 
instead of physical cables. VLANs work 
in Layer 2 (Data Link layer) of the 
OSI Model and enable you to break 
up a much larger network into smaller 
networks.

Virtual Network Computing (VNC) An 
open-source standard that gives users 
remote access to a desktop computer, 
much like Microsoft’s Remote Desktop 
Protocol (RDP).

Virtual PBX A PBX (private branch 
exchange) switch that has been virtual-
ized on a network.

virtual private network (VPN) A tech-
nology used to establish a connection 
from a client computer outside a 
local network to an enterprise LAN 
using the Internet or other public 
network. VPN is commonly used by 
corporations to allow their users to 
gain remote access to their corporate 
servers.

Virtual Server Either a server program 
that has been designed to create and 
support virtual networks or a server 
operating system that has been set 
up in a virtual environment to sup-
port some function that a real server 
would do in a physical network
environment.

Virtual Switch A software construct in a 
virtual environment that is designed 

segments, that can be sent along to 
lower layers for actual transmission.

transport mode An operational mode 
ofIPSec in which only the payload or 
the data in a packet is encrypted.

Trojan horse A malicious program that 
actively masquerades as a legitimate pro-
gram that belongs on your computer.

trunking Virtual LAN (VLAN) multi-
plexing, in which data from multiple 
VLANs are carried across a single cable 
or other network link.

tunnel mode An operational mode of 
IPSec that encrypts the entire packet 
and then surrounds it with a new IP 
packet containing a new IP header.

tunneling The process of establishing a 
connection through a public network 
that looks like a point-to-point connec-
tion to the devices on either end of it, 
but in reality is not.

U
UDP port A connectionless counterpart 

of TCP port. UDP stands for User 
Datagram Protocol.

unicast A method of communication 
in which a computer sends a packet 
to only one computer at a time. See 
broadcast and multicast.

universal serial bus (USB) A 
default built-in serial bus for most 
motherboards. It provides moderate 
transmission speed between peripherals 
and computers.

unshielded twisted pair (UTP) A twisted-
pair cable without outer shielding.

uptime The measure of how long a 
network and/or its devices have been 
functioning without any outages or 
shutdowns.

USB See universal serial bus (USB).
User Account Control (UAC) A feature 

of Windows Vista and Windows 7 that 
requires confirmation and sometimes 
administrative passwords to allow cer-
tain actions to be taken, even when 
the person attempting the actions has 
administrative rights.

V
V.44 A compression standard that attempts 

to work around the speed limitations 
for dial-up by compressing data by a 
factor of 6.

very-high-bit-rate digital subscriber line 
(VDSL) A version of DSL that can 
provide very high data-transfer rates. 
Sometimes seen as VHDSL.
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to carry out the same function on a 
virtual network that a physical switch 
would carry out on a physical network.

virtualization The process by which an 
operating system and/or network is 
converted into a software construct 
that runs inside a host environment 
independent of the hardware platform 
being used to support it.

virus A type of malicious software that 
modifies the code of existing programs 
in an attempt to cause harm, reproduce 
itself, and/or to escape detection.

VLAN See virtual LAN (VLAN).
VNC See virtual network computing (VNC).
Voice over Internet Protocol (VoIP) A 

group of protocols and standards that 
allow voice communication and mul-
timedia sessions over packet-switched 
networks using IP.

voltage event recorder A device designed 
to monitor electrical circuits and look 
for problems in the electricity coming 
through the circuit.

VPN See virtual private network (VPN).
VPN concentrator A device created by 

Cisco that is designed to concentrate 
multiple virtual private network (VPN) 
connections into a single device.

W
WAN See wide area network (WAN).
WAP See wireless access point (WAP).

Generally, WAPs are connected to 
 larger networks and allow access to 
them via wireless media.

World Wide Web (WWW) A service that 
runs on top of the Internet’s infrastruc-
ture that allows people to use special 
client software called a browser to view 
the content of different Internet sites in 
a more visually appealing manner.

Worldwide Interoperability for 
Microwave Access (WiMAX) WiMAX 
is a wireless communications standard 
that uses microwaves as the communi-
cations media of choice.

worm A malicious program that is placed 
on a computer and then activated.

WPA See Wi-Fi Protected Access (WPA).

X
X11 A part of the underlying compo-

nents used by the various Linux GUIs, 
such as GNOME. Other underlying 
components include X-Windows, and 
X-Server.

X.25 A technology developed in the 1970s 
as a means to use packet-switched com-
munications in a WAN environment.

Z
zone-based firewall A type of router fire-

wall based on interface groups instead 
of on individual interfaces, unlike other 
firewalls.

Web VPN A specific implementation of 
virtual private networking that allows 
secure VPN sessions to be set up from 
within a browser.

WEP See Wired Equivalent Privacy 
(WEP).

wide area network (WAN) One of two 
major categories of data networks. A 
WAN is very large and can stretch 
across large geographical areas. See local 
area network (LAN).

Wi-Fi Protected Access (WPA) A speci-
fication or certification that ensures a 
certain level of security for every wire-
less device that claims to be WPA.

WiMAX See Worldwide Interoperability for 
Microwave Access (WiMAX).

wire management Handling network wiring 
in a neat and well-ordered manner.

Wired Equivalent Privacy (WEP) A 
deprecated security algorithm for IEEE 
802.11 to make wireless communi-
cations just as secure and private as 
wired communications.

wiring schematics A diagram showing 
where all wires in a network are in 
relation to the physical layout of
the facility the network is located
in. This diagram shows the location of 
the network’s cables, not the devices.

wireless access point (WAP) A device 
that combines the roles of a switch and 
a router in smaller wireless networks. 
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  patch management, 318  
  training and awareness, 318  

  certifi cates, 309  
  cipher text, 307  
  considerations, 287   
  encryption, 307–309  
  malwarebytes anti-malware software, 326  
  network tools, 319–322  

  brute force attack, 322  
  cracking software, 321–322  
  dictionary attack  , 321  
  Intrusion Detection Software (IDS), 

319–320  
  Intrusion Prevention Software (IPS), 320  
  key loggers, 321  
  packet sniffers, 320  
  password capturing software, 321  
  port scanners, 320  
  wordlists  , 321  

  passwords, 307  
  Basic Service Set Identifi er (BSSID), 240  
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  Best practices, 357–360  
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  password policies, 358  
  patches, 360  
  policies, 357–359  
  procedures, 357–359  
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  security policy, 357–358  
  updates, 360  
  user training, 359–360  
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  Binary numbers, 83  
  Bit, 230  

  bit stuffi ng, 30  
  Bits, 27  
  Bleed, 463–464  
  Blowfi sh, 347  
  BNC connectors, 58  
  Bonding, 230  

  channel bonding, 230  
  Ethernet bonding, 230  

  Bootstrap Protocol (BOOTP), 135  
  Border Gateway Protocol (BGP), 154–155  
  Botnet, 293  
  Bounce, 467  

  attacks, 306  
  Bridges, 175–176  

  Authentication  , 303  , 309–317  
  802.11X, 315–316  
  Authentication Header (AH), 348  
  authentication service (AS)  , 312  
  Authentication, Authorization, and Accounting (AAA), 

316–317  
  Challenge-Handshake Authentication Protocol (CHAP), 

313–314  
  Extensible Authentication Protocol (EAP), 314–315  
  Kerberos, 312–313  
  Microsoft Challenge-Handshake Authentication Protocol 

(MS-CHAP), 314  
  multi-factor authentication, 310–311  
  Network Access Control (NAC), 317  
  public key infrastructure (PKI), 311–312  
  Remote Authentication Dial-In User Service 

(RADIUS), 316  
  replay attack, 314  
  single sign-on, 311  
  Terminal Access Controller Access-Control System Plus 

(TACACS 1 ), 316–317  
  two-factor authentication, 310–311  

  Authenticator  , 315  
  Authoritative name servers, 137  
  Automatic Private Internet Protocol Addressing (APIPA) 

Service, 109  
  Autonomous Systems (ASs), 154  

 B 
  Bandwidth shaper, 194  
  Bandwidth, 62  
  Baseband cable, 58  
  Baseband ethernet technologies, 225–228  

  10Base-2, 225  
  10Base-5, 225  
  10Base-T, 226  
  10 Gigabit Ethernet, 227–228  
  100Base-FX, 226  
  100Base-T, 226  
  100Base-TX, 226  
  1000Base-T, 227  
  1000Base-X, 226–228  
  broadband   media type, 225  

  Baselines, 380–383  
  Basic network security, 285–330,   See also   Access security;   

Security threats  
  after an attack, 317–319  

  incident response, 318–319  
  mitigation techniques, 318  

BMIndex.indd Page 506  15/02/12  1:53 PM user-f396BMIndex.indd Page 506  15/02/12  1:53 PM user-f396 F-402F-402



Index | 507

  stripper, 445  
  T1 crossover cable, 54  
  thin Ethernet, 58  
  Universal Serial Bus (USB) cables, 60–61  

  Cache servers, 137  
  Caching, 194  
  Caching engines, 402  
  Caching proxy server, 190  
  Caching server, 402  
  Carrier protocol, 346  
  Carrier Sense Multiple Access with Collision Avoidance 

(CSMA/CA), 29, 222, 224–225  
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(CSMA/CD), 29, 222–223  
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  CAT 1, 50  
  CAT 2, 50  
  CAT 3, 50  
  CAT 4, 51  
  CAT 5, 51  
  CAT 5e, 51  
  CAT 6, 51  
  crossover cable, 52  

  Cells, 272  
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  Evolved High Speed Packet Access
(HSPA 1 ), 263  

  3rd Generation Partnership Project (3GPP), 263  
  High Speed Packet Access (HSPA), 263  
  Long Term Evolution (LTE), 263  

  Certifi cate authority (CA), 309, 311  
  Certifi cates, 139, 309  

  certifi cate authority, 309,   See also     Authentication  
  digital certifi cates, 309  
  holder, 309  
  public key certifi cates, 309  
  temporal key integrity protocol (TKIP), 309  

  Certifi ers, 441–442  
  Challenge-Handshake Authentication Protocol (CHAP), 

313–314  
  Change management, 384  
  Channel bonding, 230  
  Channel Service Unit/Data Service Unit (CSU/DSU), 

69, 182  
  Channels, Wireless LAN, 240  
  Character counting, 29  
  Checksum  , 124  
  Cipher text, 307  
  Cipher  , 347  

  Broadband  , 225  , 268–269  
  broadband cable, 58  
  Broadband over Power Line (BPL), 59  

  Broadcast, 113  , 228–229  
  broadcast domains, 106–107  
  broadcast storms, 461–462  

  Brute force attack  , 306  , 322  
  BryanNet, 3  
  Buffer overfl ow, 297  
  Buffering, 193  
  Bus-based network using CSMA/CA, to access 

the media, 224  
  Bus-based network using CSMA/CD, 222–223  

  to send a packet, 222  
  immediately after a collision, 223  
  when a collision occurs, 223  

  Bus topology, 6–7, 24  
  Butt set, 444  
  Byte stuffi ng, 29  

 C 
  Cable, 48–63,   See also   Category cabling; 

Fiber-optic cabling  
  baseband cable, 58  
  BNC connectors, 58  
  broadband cable, 58  
  Broadband over Power Line (BPL), 59  
  cable tester, 440–441  

  twisted-pair cable tester, 440  
  cable testing, 449–450  

  bad cables, 449–450  
  improper cable types, 450  

  coaxial cable, 57–59  
  commonly used cables, 52–56  
  crossover cable, 53  
  denoting, 48–49  
  F-connector, 58–59  
  management, 383–384  
  modems, 268–269  
  non-plenum, 61  
  placement, 453  
  plenum, 61  
  registered jack (RJ)   connector, 49  
  RG-6, 59  
  RG-59, 59  
  rollover cable, 54–55  
  serial, 60–61  
  shielded twisted-pair (STP), 56–57  
  straight-through cable, 52  
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  Connection-oriented protocol, 31  
  Connectivity software, 391–392  
  Content fi lters, 339–340  
  Content-fi ltering web proxy server, 191  
  Content switch, 178  
  Contention-based access method, 222  
  Convergence  , 153  
  Copper cables, 48–63, 257  

  problems related to, 61–63  
  distance limitations, 63  
  electromagnetic interference (EMI), 61–62  
  speed, 62–63  

  Cracking software, 321–322  
  Crimper, 446  
  Cross-connect, 67  

  horizontal, 67  
  vertical, 67  

  Crossover cables, 53  , 80  
  Crosstalk  , 49, 62  , 453–454  

  near end crosstalk (NEXT), 454  
  nearing crosstalk, 454  

  Customer premise equipment (CPE), 266  

 D 
  Data, 27  
  Data carrier equipment (DCE), 269  
  Data Encryption Standard (DES), 347  
  Data link layer, 28–30  , 35  
  Data Offset   bits, 133  
  Data terminal equipment (DTE) devices, 269  
  De-encapsulation  , 27  
  Default Gateway, 237  
  Default routes, 152  
  Defense Advanced Research Projects Agency 

(DARPA), 2  
  Defi nitions, 2–6  
  Demarcation point   (demarc  )  , 69–70  , 264  
  Demilitarized Zone   (  DMZ), 334  

  server placement with, 335  
  Denial of Service (DoS), 129  , 295–296  
  Dense Wavelength Division Multiplexing 

(  DWDM), 258  
  Destination Port   number, 132  
  Device security, 302–307  

  fi bre channel protocol (FCP), 307  
  fi le transfer protocol (FTP), 306  
  hypertext transfer protocol (HTTP), 306  
  hypertext transfer protocol secure (HTTPS), 304  
  local access, restricting, 302–303  

  Circuit switching, 254–257  
  message switching, 256  
  packet switching, 255–256  
  types, 254–257  
  virtual circuit switching, 256–257  

  Cladding, 64  
  Classful IP addressing, 87–89  
  Classless inter-domain routing (CIDR), 90  

  fi guring out subnet mask using, 92–93  
  sub-network ranges determining using, 93–97  

  Classless IP addressing, 89–90  
  Clear text, 306  
  Client/server networks, 5–6, 18  
  Client-to-site technology, 344  
  Coaxial cable, 57–59  
  Collision domains, 106–107, 175  
  Collision(s), 228–229, 455  

  collision domain, 229  
  Command line interface (CLI), 177, 427–440  

  ARP ping, 434–436  
  connectivity software, 440  
  domain information groper (DIG), 437  
  hostname, 436–437  
  Ipconfi g command, 428–431  
  my traceroute (MTR), 433–434  
  Nbtstat, 438  
  Netstat, 439  
  Nslookup, 436  
  pathping, 434  
  ping, 431–432  
  route, 437–438  
  traceroute, 432–433  
  tracert, 433  

  Common Address Redundancy Protocol 
(  CARP), 401  

  Common connectivity issues, 452–467  
  issues that should be escalated, 460–462  

  broadcast storms, 461–462  
  proxy ARP, 461  
  route problems, 461  
  routing loop, 460  
  switch loop, 460  

  logical issues, 452, 457–460,   See also individual entry  
  physical issues, 452–456,   See also individual entry  

  Compartmentalization, 400  
  Compression, 32  
  Confi dentiality, 303  
  Confi gurations, 377–378, 385  
  Connect the PC’s Serial (COM) Port, 54  
  Connectionless protocol, 31  
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  cable management, 383–384  
  change management, 384  
  confi gurations, 384–386  
  network maps, 380  
  policies, 384–386  
  procedures, 384–386  
  types of, 379–386  
  using, 386–387  
  wiring schematics, 383  

  Documenting problem reporting, 424–425  
  Domain information groper (DIG), 437  
  Domain Name System (DNS) Servers, 135–138, 

188–190  
  DNS records, 189  
  dynamic DNS, 189  

  Downtime, 399  
  Dual fi rewall confi guration, 334  
  Dude and nmap  , 391  
  Dumb terminals, 2  
  Dumpster diving, 290  
  Duplex   communication, 31  

  half-duplex   communication, 32  
  Duplexing, 63  

  full-duplex, 63  
  half-duplex, 63  
  simplex, 63  

  Dynamic DNS, 189  
  Dynamic Host Confi guration Protocol (DHCP) Servers, 

186–188  
  leases, 188  
  options, 188  
  reservations, 188  
  scopes, 188  

  Dynamic Host Confi guration Protocol (DHCP)  , 111  
  Dynamic Host Control Protocol (DHCP), 135–136  

  initialization process, 135  
  Dynamic IP addressing, 111–112  
  Dynamic or private ports, 130  
  Dynamic ports, 31  
  Dynamic routing, 150–151  

 E 
  e-Directory, 351  
  Edutainment   applications, 398  
  Electromagnetic interference (EMI), 61–62  , 64, 456  
  E-Lines, 271  
  E-mail Related Protocols, 142–144  
  Encapsulating protocol, 346  
  Encapsulating Security Payload (ESP), 348  

  physical security, 302  
  remote access, restricting, 302–303  
  remote shell (RSH), 306–307  
  secure access methods, 303–307  
  secure copy protocol (SCP), 305  
  secure fi le transfer protocol (SFTP), 305  
  secure protocols, 303–304  
  secure shell (SSH), 304  
  Simple Network Management Protocol version 3   

(SNMP3), 304  
  agent, 305  
  managed devices, 304  
  network management system, 305  

  TELNET, 305–306  
  unsecure access methods, 303–307  
  unsecure protocols, 305  

  Devices, networking, 165–218  
  Diagnostics, 178  
  Dial-Up, 263–264  

  plain old telephone service (POTS)  , 263  
  server-side compression, 264  
  V.44 standard  , 264  

  Dictionary attack  , 321  
  Digital certifi cates, 309  
  Digital subscriber line (DSL), 265, 

267–268  
  asymmetric DSL, 267–268  
  high-bit-rate DSL, 268  
  symmetric SDSL, 268  
  very-high-bit-rate DSL  , 268  

  Directional antenna, 241  
  Directory Services, 351  
  Distance, 231–232  , 455  , 466–467  
  Distance vector routing protocols, 153–155  

  Autonomous Systems (ASs), 154  
  Border Gateway Protocol (BGP), 154  
  convergence  , 153  
  Intermediate System to Intermediate System (IS-IS), 

155–156  
  Internal Gateway Routing Protocol (IGRP), 154  
  Internet Service Providers (ISPs), 154  
  Link State Routing Protocols, 155–156  
  open shortest path fi rst (OSPF), 155–156  
  Routing Information Protocol (RIP), 154  
  steady state, 153  

  Distributed denial of service (DDoS) threats, 
295–296  

  Documentation, network, 379–386  
  asset management, 384  
  baselines, 380–383  
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  Passive Optical Network (PON), 258  
  pros to, 64  
  single-mode fi ber (SMF), 65  , 257  
  time division multiplexing, 258  

  Fiber-optic connectors, 65–66  
  straight tip (ST) connector, 65–66  
  subscriber connector (SC)  , 65  

  Fiber to coaxial, 173  
  Fiber to Ethernet, 172–173  
  Fibre channel protocol (FCP), 307  
  File Transfer Protocol (FTP), 140–141  , 306  
  Filtering, 341–343  
  Firewalls, 182–186, 333–343, 364–369,   See also   

Network-based fi rewalls  
  access control list (ACL), 342  
  application layer, 338–339  
  common features, 337–341  
  content fi lters, 339–340  
  fi ltering, 341–343  
  hardware fi rewalls, 184–186  
  honey pots, 343  
  host-based fi rewalls, 337  
  IP fi ltering, 342  
  MAC fi ltering, 342  
  network layer, 338–339  
  port fi ltering, 342–343  
  port security, 343  
  scanning services, 339  
  signature identifi cation, 340  
  software fi rewall, 186  
  stateful fi rewall, 338–339  
  stateless fi rewall, 338–339  
  zone-based fi rewalls, 340  

  Flags  , 126  
  Fractional T1, 270  
  Fraggle attack, 297  
  Fragment Offset  , 126  
  Frame  , 27  
  Frame relay, 270–271  

  fractional T1, 270  
  Frame synchronization, 29  

  main forms of, 29  
  bit stuffi ng, 30  
  byte stuffi ng, 29  
  character counting, 29  
  time-based frame synchronization, 29  

  Frequencies, Wireless LAN, 240  
  FTP bounce, 298–299  
  Full-duplex, 63  
  Fully Qualifi ed Domain Name (FQDN)  , 190  

  Encapsulation, 27  
  Encryption, 32, 193, 307–309, 344–357  

  confi guring, 238–239  
  Generic Routing Encapsulation (GRE) mechanism, 347  
  Layer 2 Forwarding (L2F), 347–348  
  Layer 2 Tunneling Protocol (L2TP), 347  
  Point-to-Point Tunneling Protocol (PPTP), 347  
  private key encryption, 307  
  public key encryption, 308–309  

  End-to-end communications, 30  
  Enhanced Interior Gateway Routing Protocol (EIGPR), 

156–157  
  Environmental factors, 465  
  Environmental interference  , 456  
  Environmental monitor, 446–447  
  Escalation, 421–422  
  Ethernet bonding, 230  
  Ethernet cable, 48  
  Ethernet frames, 221–225,   See also   Baseband ethernet 

technologies  
  communications methods, 222–225  
  Ethernet II, 221  
  Ethernet_802.2  ., 221  
  Ethernet_802.3, 221  
  Novell Ethernet, 221  

  Ethernet LAN technology, 169  
  Ethernet Subnetwork Access Protocol (  Ethernet SNAP)  , 222  
  ETI@Home, 293  
  Event logs, 394  
  Event viewer, 394–395  
  Evil Twin, 301  
  Evolved High Speed Packet Access (HSPA 1 ), 263  
  Extended Service Set Identifi er (ESSID), 240  
  Extended Unique Identifi ers (EUI), 83  

  EUI-60, 83  
  EUI-64, 83  

  Extensible Authentication Protocol (EAP), 314–315  
  Exterior gateway protocols (EGP), 150  
  External modem, 171  

 F 
  Fault tolerance, 402–403  
  F-connector, 58–59  
  Feeder cable, 69  
  Fiber-optic cabling, 64–66, 257–258  

  cons to, 64  
  Dense Wavelength Division Multiplexing (  DWDM), 258  
  fi ber-optic connectors, 65–66  
  multimode fi ber (MMF), 64  , 258  
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  Horizontal cross-connects, 67  
  Host-based fi rewalls, 337  
  Host-Based Intrusion Detection System 

(HIDS  ), 337  
  Host-Based Intrusion Prevention System 

(HIPS), 337  
  Host routes, 152  
  Hostile proxy servers, 191  
  Hostname, 436–437  
  Host-to-host communications, 348  
  Hubs, 174–175  

  active hub, 174  
  passive hub, 174  

  Humidity monitors, 446  
  Hybrid Routing Protocols, 156–157  
  Hybrid topology, 11  
  HyperTerminal, 54  
  Hypertext Transport Protocol (HTTP), 33, 

138–139, 306  
  Hypertext Transport Protocol Secure (HTTPS), 

140, 304  

 I 
  Identifi cation, 126  
  Identity theft, 289–290  
  IEEE 802.11, 71–73  

  channel bonding, 72  
  channels, 72  
  distance, 71  
  frequency, 72  
  latency, 71–72  
  speed, 71  

  Impedance, 456  
  Incident response, 318–319  
  Incorrect antenna placement, 467  
  Incorrect IP address, 457  
  Incorrect switch placement, 467  
  Incorrect VLAN, 457–458  
  Independent Computing Architecture (ICA), 354  
  Infrastructure wireless network, 240  
  Institute of Electrical and Electronic Engineers 

(IEEE), 28  
  Integrated Services Digital Network (ISDN), 

265–267  
  customer premise equipment (CPE), 266  
  Integrated Services Digital Network-Basic Rate 

Interface (ISDN-BRI), 266–267  
  integrated services digital network-primary rate 

interface (ISDN-PRI), 267  

 G 
  Gateway proxy server, 190  
  Gateway routes, 152  
  Generic Routing Encapsulation (GRE), 347–349  
  Geostationary orbit (GSO)  , 259  
  Geosynchronous orbit (GEO)  , 259  
  Gigabit interface controller (GBIC), 452  
  Gigabits per second (gbps)  , 230  
  Graphical User Interface (GUI), 353  

 H 
  Half-duplex   communication, 32  , 63  
  Hardware Firewalls, 184–186  
  Hardware loopback, 55–56  
  Hardware throughput testers, 443  
  Hardware tools, 440–447  

  butt set, 444  
  cable stripper, 445  
  cable tester, 440–441  
  certifi ers, 441–442  
  crimper, 446  
  environmental monitor, 446–447  

  humidity monitors, 446  
  temperature, 446  

  multimeter, 443  
  Optical Time-Domain Refl ectometer (OTDR), 442  
  protocol analyzer, 441  
  punch down tool, 444–445  
  snips, 445  
  throughput testers, 443–444  
  Time-Domain Refl ectometers (TDRs), 442  
  toner probe, 444  
  voltage event recorder, 446  

  Header, 33  
  Header Checksum   fi elds, 126  

  Hexadecimal   format, 82  
  binary to hexadecimal and hexadecimal to binary 

conversion, 117  
  High availability, 401–402  
  High bandwidth applications, 397–399  
  High-bit-rate digital subscriber line (HDSL), 268  
  High Speed Packet Access (HSPA), 263  

  Evolved High Speed Packet Access (HSPA 1 ), 263  
  History logs, 394  
  History of networking, 2–4  
  Holder, 309  
  Honey pots, 343  
  Hop Count, 151  
  Hop, 83  
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  Intrusion Prevention Software (IPS), 320  
  Intrusion Protection Systems (IPS), 192–193  
  Ipconfi g command, 43, 237, 428–431  

 K 
  Kerberos, 312–313  
  Key loggers, 321  
  Kilobits per second (kbps), 230  

 L 
  Label edge router, 274  
  Last mile  , 264  
  Latency  , 63, 466–467  

  latency sensitivity, 396–397  
  Layer 2 Forwarding (L2F), 347–348  
  Layer 2 Tunneling Protocol (L2TP), 347  
  Leased line, 275  
  Light emitting diodes (LEDs), 64  
  Lightweight Directory Access Protocol (LDAP)  , 351  
  Link aggregation, 230  
  Link Control Protocol (LCP)  , 345  
  Link State Routing Protocols, 155–156  
  Load balancer, 193–194, 401  

  asymmetric loading, 193  
  buffering, 193  
  caching, 194  
  offl oading, 193  
  priority activation, 193  

  Load testing, 393  
  Local area networks (LANs)   technologies, 4, 219–251,   See also   

  Ethernet frames;   Small Offi ce Home Offi ce (SOHO); 
  Wireless LAN technologies  

  types of, 4–6  
  client/server networks, 5–6, 18  
  peer-to-peer networks, 4–5  

  Local connector (LC)  ,   66  
  Local loop, 265  
  Local WANs, 279–284  
  Logical addresses, 30  
  Logical addressing, 84–99  

  internet protocol (IP)  , 85  
  IP version 4 (IPv4)  , 85  
  IP version 6 (IPv6), 85  
  protocol suite, 85  
  subnetting, 85–97  
  TCP/IP protocol suite, 85  

  Logical issues, 452, 457–460  
  incorrect IP address, 457  

Integrated Services Digital Network (ISDN) (Continued)
  network termination, 266  
  Private Branch Exchange (PBX)  , 266  
  terminal equipment (TE), 266  

  Integrity, 303  
  Intelligent hub, 175  
  Intercepting proxy servers, 191  
  Interface confi guration, 177–178  
  Interference, 456, 462–465  

  electromagnetic interference (EMI), 456  
  environmental interference  , 456  
  wireless LAN, 241  

  Interior gateway protocols (IGP), 150  
  Intermediate Distribution Frame (IDF), 68–69, 177, 455  
  Intermediate System to Intermediate System (IS-IS), 155–156  
  Internal Gateway Routing Protocol (IGRP), 154  
  Internal modem, 171  
  Internet  , 2  
  Internet Control Message Protocol (ICMP), 126–130, 296  

  permanent host group, 130  
  transient host group, 130  

  Internet Key Exchange (IKE), 348  
  Internet layer protocols, 124–130  
  Internet layer, 37  
  Internet mail access protocol (IMAP), 143  
  Internet Protocol (IP)   address, 37, 39  , 85,   See also     TCP/IP 

model  
  Internet Protocol version 4 (IPv4), 85, 124  
  Internet Protocol version 6 (IPv6)  , 85, 97–99, 126–127  
  IP address  

  classless IP addressing, 89–90,   110–112  
  dynamic IP addressing, 111–112  
  ranges reserved for special purposes, 88–89  
  set aside for special meanings, 89  
  static IP addressing, 110–111  

  Internet Protocol Security (IPSec), 348  
  Authentication Header (AH), 348  
  Encapsulating Security Payload (ESP), 348  
  Internet Key Exchange (IKE), 348  
  transport mode, 348  
  tunnel mode, 348  

  Internet Security Association and Key Management Protocol 
(ISAKMP), 344–345  

  Internet Service Providers (ISPs), 11, 154  
  Internetwork, 99–101  
  Inter-Switch Link protocol, 180  
  Intrusion Detection Software (IDS), 192–193, 319–320  

  behavior-based detection, 192  
  signature-based detection, 192  
  stateful protocol analysis, 193  
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  reliability, 375–376  
  security, 379  

  Man-in-the-middle (MITM) attacks, 297–298  
  Maximum Transmission Unit (MTU), 151–152  

  bandwidth, 152  
  cost, 152  
  latency, 152  

  Mechanical transfer registered jack (MT-RJ   or   
MTRJ),   66  

  Media, 46–80, 169, 396  
  Media Access Control (MAC) sublayer  , 28–30  
  Media Access Unit (MAU), 12  
  Media converters, 171–173  

  fi ber to coaxial, 173  
  fi ber to ethernet, 172–173  
  singlemode fi ber to multimode, 173  

  Medium Earth orbit (MEO)  , 259–260  
  Megabits per second (mbps)  , 230  
  Mesh topology, 8–10  
  Message switching, 256  
  Metrics, routing, 151–152  

  Hop Count, 151  
  Maximum Transmission Unit (MTU), 151–152  

  Metropolitan Area Networks (MANs), 4  
  Microsoft Challenge-Handshake Authentication Protocol 

(MS-CHAP), 314  
  Microwaves, 258–259  

  WiMAX, 258–259  
  Mismatched MTU, 451  

  gigabit interface controller (GBIC), 452  
  MTU black hole, 451–452  
  power failure, 452  
  small form factor pluggable (SFP) module, 452  

  Mitigation techniques, 318  
  Modems (  Modulator/Demodulator)  , 170–171  

  external, 171  
  internal, 171  

  Molniya orbit, 259–260  
  Monitoring, 387–395  

  connectivity software, 391–392  
  Dude and nmap  , 391  
  load testing, 393  
  logs, 393–395  
  packet sniffers, 388–391  
  speed tests, 393  
  stress testing, 393  
  throughput testers, 393  
  vulnerability testing, 392  
  Windows 7 Performance Monitor, 406–414  

  Multicast, 113  

  incorrect VLAN, 457–458  
  port confi guration issues, 458–459  
  port duplex mismatch, 459–460  
  port speed, 459  
  wrong DNS address, 458  
  wrong gateway, 458  
  wrong subnet mask, 458  

  Logical Link Control (LLC) sublayer, 28–29  
  Logical network diagrams, 380, 382  
  Logical topology, 12–13  

  logical bus topology, 12  
  logical ring topology, 12  

  Logs, 393–395  
  event logs, 394  
  event viewer, 394–395  
  history logs, 394  
  system logs, 393–394  

  Long Term Evolution (LTE), 263  
  Loopback plug, 56  
  Loopback testing, 447–448  
  Low Earth orbit (LEO), 259  

 M 
  MAC address fi ltering, 236–238  
  MAC addressing, 83–84  

  spoofi ng MAC addresses, 84  
  Macro virus, 291  
  Main distribution frame (MDF), 68–69, 177, 455  
  Mainframe computer, 2  
  Malicious software, 290–294  

  spyware, 291  
  Trojan horses  , 293–294  

  botnet, 293  
  viruses, 291–292  

  macro language, 292  
  macro virus, 291  
  macros, 292  
  worms, 292–293  

  Malware detection and protection software, 325  
  Malwarebytes anti-malware software, 326  
  Managed switches, 178  
  Management, network, 373–414,   See also     Monitoring  

  accounting, 378  
  confi guration, 377–378  

  virtualization, 377  
  considerations, 375–379  
  documentation, 379–386,   See also individual entry  
  performance, 378–379  
  regulations, 386  
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  Network services (NS)  , 312  
  Network Time Protocol (NTP), 144  
  Network-to-host communications, 348  
  Network-to-network communications, 348  
  Node-to-node communications, 28  
  Noise, 61  
  Non-Plenum cable, 61  
  Novell Ethernet, 221  
  Nslookup, 436  
  Null modem cables,   See   Rollover cable  

 O 
  Offl oading, 193  
  Omni-directional antenna, 240–241  
  Open impedance mismatch (ECHO), 456  
  Open shortest path fi rst (OSPF), 155–156  
  Operating system (OS), 34  
  Optical carrier (OC) levels, 273  
  Optical Time-Domain Refl ectometer (OTDR), 442  
  Optimization, network, 395–403  

  compartmentalization, 400  
  downtime, 399  
  Edutainment   applications, 398  
  high bandwidth applications, 397–399  
  latency sensitivity, 396–397  
  methods to achieve, 400–403  

  caching engines, 402  
  fault tolerance, 402–403  
  high availability, 401–402  
  load balancing, 401  
  quality of service (QoS), 400  
  traffi c shaping, 401  

  reasons for, 395–400  
  redundancy, 400  
  unifi ed communications, 399  
  uptime, 399–400  
  video applications, 398  
  video communications, 398  
  video surveillance, 398  
  Voice over Internet Protocol (VoIP), 397  

  Options   fi eld, 134  
  Organizationally Unique Identifi er (OUI), 

83, 99  
  OSI model, 25–45  

  basic layers of, 26  
  data link layer, 28–30  
  data movement through, 33–36  
  encapsulation, 27  
  physical layer, 27–28  

  Multi-factor authentication, 310–311  
  Multifunction Network Devices, 191–192  
  Multilayer switch, 178  
  Multilink trunking (MLT)  , 230  
  Multimeter, 443  
  Multimode fi ber (MMF), 64  , 258  
  Multiple-input/multiple-output (MIMO), 72–73  

  802.11a, 73  
  802.11a, 73  
  802.11g, 73  
  802.11n, 73–74  

  Multiprotocol Label Switching (MPLS), 274  
  My traceroute (MTR), 433–434  

 N 
  Name severs, 137  
  Nbtstat, 438  
  Near end crosstalk (NEXT), 454  
  Nearing crosstalk, 454  
  Netstat, 439  
  Network Access Control (NAC), 317  

  posture assessment, 317  
  Network access layer protocols, 123–124  
  Network Address Translation (NAT), 107–110  
  Network as a Service (NaaS), 199  
  Network-based fi rewalls, 333–337  

  Demilitarized Zone   (  DMZ), 334  
  dual fi rewall confi guration, 334  
  Network Intrusion Detection System (NIDS),

336–337  
  Network Intrusion Prevention System (NIPS)  , 336  
  Proxy server, 336  
  single fi rewall confi guration, 334  

  Network Control Protocol (NCP), 345  
  Network Fault Tolerance (NFT)  , 230  
  Network Interface Card (NIC), 164–170  

  means of communication and media used for 
communication, 169–170  

  Network Interface Device (NID), 70  
  Network interface layer, 38  
  Network Intrusion Detection System (NIDS), 336–337  
  Network Intrusion Prevention System (NIPS)  , 336  
  Network layer, 30  , 35  

  fi rewalls, 338  
  Network maps, 380  

  logical network diagrams, 380, 382  
  physical network diagrams, 380–381  

  Network Masquerading, 108  
  Network-Network Interface ATM cell (NNI), 272  
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  Ping   command  , 431–432  
  ARP ping, 434–436  
  pathping, 434  

  Ping test, 448, 471–474  
  Plain old telephone service (POTS)  , 263  
  Plaintext  , 347  
  Plenum   cable  , 61  
  Plenum-rated cable, 57  
  Point-to-multipoint topology, 10–11  
  Point-to-Point Protocol (PPP), 28, 344–  345  
  Point-to-Point Protocol over Ethernet (PPPoe), 351–352  

  PPPoE Active Discovery Initiation (PADI) packet, 352  
  PPPoE Active Discovery Offer (PADO) packet, 352  
  PPPoE Active Discovery Sessionconfi rmation (PADS) 

packet, 352  
  PPPoE Active Discovery Termination (PADT) 

packet, 352  
  Remote Desktop Protocol (RDP), 353  

  Point-to-point topology, 10  
  Point-to-Point Tunneling Protocol (PPTP), 347  
  Policies, 384–386  

  creating network management policies, 385–386  
  Port address translation (PAT), 109  
  Port addressing, 31  

  dynamic ports, 31  
  registered ports, 31  
  well-known ports, 31  

  Port authentication, 181  
  Port bonding, 230  
  Port confi guration issues, 458–459  
  Port duplex mismatch, 459–460  
  Port fi ltering, 342–343  
  Port mirroring, 181  
  Port scanners, 320  
  Port security, 343  
  Port speeds, 183, 459  
  Port stealing, 306  
  Ports, 130  

  dynamic or private ports, 130  
  registered ports, 130  
  well known ports, 130  

  Post offi ce protocol (POP), 143  
  version 3 (POP3), 33  

  Posture assessment, 317  
  Power failure, 452  
  Power over Ethernet (PoE), 181–182  
  Presentation layer, 32, 34  

  compression, 32  
  encryption, 32  
  translation, 32  

 P 
  Packet, 27  
  Packet capture  , 306  
  Packet fi lters, 338  
  Packet shaping, 194  
  Packet sniffers, 298, 320, 388–391  

  SNMP, 390  
  Packet switching, 255–256  
  Packet-switching exchange (PSE) nodes, 269  
  Padding   fi eld, 134  
  Partial mesh network topology, 9–10  
  Passenger protocol, 346  
  Passive hub, 174  
  Passive Optical Network (PON), 258  
  Passwords, 307  

  capturing software, 321  
  policies, 358  
  stealing, 289  

  Patch cable, 67  
  Patch management, 318  
  Patch panels, 68–70  
  Patches, 360, 370–371  
  Pathping, 434  
  Peer-to-peer networks, 4–5  
  Performance, 378–379  
  Personal computers (PCs), 2  
  Phishing, 288–289  
  Physical addressing, 28, 82–84, 99–107  

  binary numbers, 83  
  Extended Unique Identifi ers (EUI), 83  
  hexadecimal   format, 82  

  Physical issues, 452–456  
  attenuation, 454–455  
  bad connectors, 453  
  bad wiring, 453  
  cable placement, 453  
  collisions, 455  
  crosstalk, 453–454  
  DB loss, 453  
  interference, 456  
  nearing crosstalk, 454  
  open impedance mismatch (ECHO), 456  
  shorts, 456  
  split cables, 453  
  TXRX reversed, 453  

  Physical layer, 27–28  , 35  
  Physical network diagrams, 380–381  
  Physical problems, 447  
  Physical security, 302  
  Physical topology, 12–13  
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  Registered jack (RJ)   connector, 49  
  RJ-11, 49  
  RJ-22, 49  
  RJ-45, 49  

  Registered ports, 31, 130  
  Registration authority (RA), 311  
  Regulations, 386  
  Reliability, 375–376  
  Remote access   technologies, 274–276, 350–354  

  Directory Services, 351  
  Graphical User Interface (GUI), 353  
  Independent Computing Architecture (ICA), 354  
  Lightweight Directory Access Protocol (LDAP)  , 351  
  Point-to-Point Protocol over Ethernet (PPPoe), 351  
  Remote Access Services (RAS), 274–275, 350  
  Remote Desktop Protocol (RDP), 353  
  Secure Shell (SSH), 354  
  Virtual Network Computing (VNC), 353–354  
  Virtual Private Network (VPN), 275–276  

  Remote-access VPN, 275  
  Remote Authentication Dial-In User Service (RADIUS), 316  , 

355–356  
  Remote Desktop Connection, 353  
  Remote Desktop Protocol (RDP), 142, 353  
  Remote Desktop Services, 353  
  Remote shell (RSH), 306–307  
  Repeaters, 174–175  
  Replay attack, 314  
  Reporting problems, 359  
  Request For Comment (RFC), 125  
  Resolvers, 137  
  Reverse proxy servers, 190  
  Ring topology, 7–8  
  Rogue access points, 300–301  
  Rollover cable, 54–55  
  Route command, 437–438  
  Route problems, 461  
  Router confi guration testing, 451–452  
  Routers, 182–184  

  interface confi guration, 183–184  
  port speeds, 183  

  Routing, 30  
  Routing Information Protocol (RIP), 154  
  Routing loop, 460  
  Routing protocols, 150–157  

  dynamic routing, 150–151  
  exterior gateway protocols (EGP), 150  
  interior gateway protocols (IGP), 150  
  properties of, 150–153  
  purpose of, 150–153  

  Priority activation, 193  
  Private Branch Exchange (PBX)  , 266  
  Private IP addresses, 109  
  Private key encryption, 307  
  Private network, 275  
  Procedures, 384–386  
  Processing, 396  
  Propagation, 396  
  Protocols, 28, 121–164  

 analyzing, 441, 450 
 fi eld, 126 
 protocol suites, 36, 85, 123–144 
 stack, 123 
 TCP/IP protocol suite, 123–144,  See also individual entry  
 working, 145–150 

  Proxy ARP, 461  
  Proxy Servers, 190–191, 336  

  anonymizing proxy server, 191  
  caching proxy server, 190  
  content-fi ltering web proxy server, 191  
  gateway proxy server, 190  
  hostile proxy servers, 191  
  intercepting proxy servers, 191  
  reverse proxy servers, 190  
  Web proxy servers, 190  

  Public IP addresses, 109  
  Public key certifi cates, 309  
  Public key encryption, 308–309  
  Public key infrastructure (PKI), 311–312  

  certifi cate authority (CA), 311  
  registration authority (RA), 311  

  Public network, 275  
  Public switched telephone network (PSTN), 70, 264–265  

  demarcation point  , 264  
  last mile  , 264  
  local loop, 265  

  Punch down tool, 444–445  

 Q 
  Quality of service (QoS), 400  

 R 
  Radio frequency (RF), 261–263  
  Radio Frequency Interference (RFI), 64  
  Real-time transport protocol (RTP), 141  
  Recommended Standard 232 (RS-232), 60  
  Redundancy, 400  
  Redundant Array of Independent Nodes   (  RAIN), 230  
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  Simple Mail Transport Protocol (SMTP), 33  
  Simple Network Management Protocol (SNMP), 144  

  version 3   (SNMP3), 304  
  versions 1 and 2 (SNMPV1/2), 307  

  Simplex   communication, 32  , 63  
  Single fi rewall confi guration, 334  
  Single-mode fi ber (SMF), 64–  65, 257  

  to multimode converter, 173  
  Single sign-on, 311  
  Site-to-site technology, 344  
  Site-to-site VPN, 275  
  Small form factor (SFF) connector, 66  
  Small form factor pluggable (SFP) module, 452  
  Small Offi ce Home Offi ce (SOHO), 242–244  

  cable length, 243  
  compatibility requirements, 244  
  device types and requirements, 243  
  environment limitations, 243  
  equipment limitations, 243–244  
  list of requirements, 242–243  

  Smart jack, 70  
  Smurf attacks, 296–297  
  Sneaker nets, 2  
  Sniffi ng  , 306  
  Snips, 445  
  Social engineering, 288–290, 295  
  Software fi rewall, 186  
  Software throughput testers, 443  
  Software zonealarm, 328  
  Source network address translation (SNAT), 

108–109  
  Source Port   number, 132  
  Spanning Tree Protocol (STP), 181  
  Speed in a network, 62–63, 230–231  

  bandwidth, 62  
  bit, 230  
  gigabits per second (gbps)  , 230  
  kilobits per second (kbps), 230  
  latency  , 63  
  megabits per second (mbps)  , 230  
  terabits per second (tbps)  , 230  
  tests, 393  
  throughput  , 63  

  Spoof attacks, 306  
  Spyware, 291  
  Standards mismatch (802.11 A/B/G/N), 466  
  Star topology, 7, 24  
  Stateful fi rewall, 338  
  Stateless Address Confi guration (SLAAC), 127  
  Stateless fi rewall, 338–339  

  routing metrics, 151–152  
  static routing, 150–151  

  Routing tables, 184  
  and path selection, 152–153  

  default routes, 152  
  gateway routes, 152  
  host routes, 152  

 S 
  Satellite communications, 259–261  
  Scanning services, 339  
  Secure access methods, 303–307  
  Secure copy protocol (SCP), 305  
  Secure fi le transfer protocol (SFTP), 305  
  Secure protocols, 303–304  

  authentication  , 303  
  confi dentiality, 303  
  integrity, 303  

  Secure Shell (SSH), 142,   304  , 354  
  Secure Socket Layer (SSL), 32, 139–140, 344  , 349–350  
  Security, network, 285–330, 379,   See also   

Basic network security  
  Security policy, 357–358  
  Security threats, 287–301,   See also   Wireless threats  

  countering, 301–317,   See also   Device security  
  dumpster diving, 290  
  identity theft, 289–290  
  malicious software, 290–294,   See also individual entry  
  phishing, 288–289  
  social engineering, 288–290  
  stealing passwords, 289  
  threats from attackers, 295–299,   See also   Attackers, 

security threats from  
  Segment, 27  
  Sequence Number, 132  
  Serial, 60–61  
  Server-side compression, 264  
  Service Set Identifi ers (SSIDs), 233, 236  , 240  

  ad hoc wireless network, 240  
  infrastructure wireless network, 240  

  Service ticket (ST)  , 312  
  Session initiation protocol (SIP), 141  
  Session layer, 31–32, 34  

  duplex   or   full-duplex   communication, 31  
  Shielded twisted-pair (STP), 56–57  
  Shorts, 456  
  Signal strength, Wireless LAN, 241  
  Signature identifi cation, 340  
  Simple mail transport protocol (SMTP), 142  
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  Temperature monitors, 446  
  Temporal key integrity protocol (TKIP), 309, 356–357  
  Terabits per second (tbps)  , 230  
  Terminal Access Controller Access-Control System Plus 

(TACACS 1 ), 316–317  
  Terminal equipment (TE), 266  
  Terminal Network (TELNET), 142  
  Terminal Services, 353  
  Terminal Services Client, 353  
  Test environment, 423  
  Thick Ethernet, 225  
  Thin Ethernet, 58, 225  
  Three-way-handshake, 313  
  Throughput testers, 63, 393, 443–444  

  hardware throughput testers, 443  
  software throughput testers, 443  

  TIA/EIA 568 standards, 52  
  Ticket granting service (TGS)  , 312  
  Ticket granting ticket (TGT), 312  
  Time-based frame synchronization, 29  
  Time division multiplexing, 258  
  Time-Domain Refl ectometers (TDRs), 442, 450–451  
  T-Lines, 271–272  
  Token Ring LAN technology, 169  
  Toner probe, 444  
  Topologies, network, 6–13  

  bus topology, 6–7, 24  
  hybrid topology, 11  
  Internet Service Provider (ISP), 11  
  mesh topology, 8–10  
  partial mesh network topology, 9–10  
  physical vs. logical topologies, 12–13  
  point-to-multipoint topology, 10–11  
  point-to-point topology, 10  
  ring topology, 7–8  
  star topology, 7, 24  

  Trace route, 129, 432–433  
  testing, 449  

  Tracert Command, 433, 474–476  
  Traffi c shaping, 194  , 401  
  Translation, 32  
  Transmission Control Protocol (TCP), 130, 132  
  Transmission media, 257–263, 396  

  cellular technologies, 261–263  
  copper cables, 257  
  fi ber-optic cables, 257–258  
  microwaves, 258–259  
  radio frequency (RF), 261–263  
  satellite communications, 259–261  

  Transmit signal and receive signal (TXRX), 453  

  Stateless packet inspection, 339  
  Static IP addressing, 110–111  
  Static routing, 150–151  
  Steady state, 153  
  Storage delay, 396  
  Straight tip (ST) connector, 65–66  
  Straight-through cable, 52  , 79  
  Stress testing, 393  
  Subnet mask, 119  , 237  
  Subnetting, 85–97  

  ANDing, 86–87  
  classful IP addressing, 87–89  
  IP address ranges reserved for special purposes, 88–89  

  SubSeven  , 295  
  Supernetting, 107  
  Supplicant, 315  
  Switch confi guration testing, 451–452  
  Switch loop, 460  
  Switches, 175–182  

  basic switch, 176–177  
  content switch, 178  
  diagnostics, 178  
  interface confi guration, 177–178  
  managed switches, 178  
  multilayer switch, 178  
  port mirroring, 181  
  trunking, 180–181  
  unmanaged switches, 178  
  virtual LAN (VLAN), 179–180  

  Symmetric digital subscriber line (SDSL), 268  
  Synchronization (SYN) packets, 339  
  Synchronous Digital Hierarchy (SDH), 273  
  Synchronous Optical Network (SONET), 227  , 273  
  System Intrusion Detection Software (SIDS), 337  
  System Intrusion Prevention Software   (  SIPS), 337  
  System logs, 393–394  

 T 
  T1 crossover cable, 54  
  Tailer, 33  
  TCP/IP models, 36–38  

  alternate layer names for, 38  
  layers working, 38–39  
  protocol suite, 36  

  TCP/IP protocol suite, 85, 123–144  
  internet layer protocols, 124–130  
  Internet Protocol version 4 (IPv4), 124  
  network access layer protocols, 123–124  

  TELNET, 305–306  
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 U 
  Unauthorized state, 315  
  Unicast, 113  
  Unifi ed communications, 399  
  Universal Serial Bus (USB) cables, 60–61  

  Version 1.0, 60  
  Version 2.0, 60  
  Version 3.0, 61  

  Unmanaged switches, 178  
  Unsecure access methods, 303–307  
  Unsecure protocols, 305  
  Unshielded twisted pair (UTP), 49–51, 225  
  Updates, 360, 370–371  
  Uptime, 399–400  
  Urgent Pointer   fi eld, 134  
  User Account Control (UAC), 13  
  User Datagram Protocol (UDP), 38, 130, 134  
  User training, 359–360  
  Username protection, 306  
  User-Network Interface ATM cell (UNI), 272  

 V 
  V.44 standard  , 264  
  Vertical cross-connects, 67  
  Very-high-bit-rate digital subscriber line 

(VDSL)  , 268  
  Video applications, 398  
  Video communications, 398  
  Video surveillance, 398  
  Virtual circuit switching, 256–257  
  Virtual dial-up, 348  
  Virtual LAN (VLAN), 179–180  
  Virtual networking, 197–199  

  on-site verses off-site, 199  
  virtual desktops, 198  
  virtual PBX, 198  
  virtual servers, 198  
  virtual switches, 197–198  

  Virtual Private Network (VPN), 275–276  
  concentrator, 349–350  

  WebVPN, 349  
  leased line, 275  
  private network, 275  
  public network, 275  
  remote-access VPN, 275  
  site-to-site VPN, 275  

  Virtualization, 377  
  Viruses, 291–292  

  macro virus, 291  

  Transport Control Protocol (TCP),   See     TCP/IP models  
  Transport layer, 30–31  , 34  , 37  
  Transport layer protocols, 130–134  

  ports, 130  
  Transmission Control Protocol (TCP), 130  
  User Datagram Protocol (UDP), 130  

  Transport Layer Security (TLS), 140, 344  
  Trojan horses  , 293–294  
  Troubleshooting, 415–476,   See also     Common connectivity 

issues; Wireless issues  
  actions, 447–452  

  loopback testing, 447–448  
  physical problems, 447  
  ping testing, 448  
  trace route testing, 449  

  advanced troubleshooting actions, 449–452  
  bounce, 467  
  cable testing, 449–450  

  bad cables, 449–450  
  connectivity software, 440  
  mismatched MTU, 451  
  nature of problems, 418–419  
  network tools, 427–447,   See also     Command line 

interface (CLI)   network  
  protocol analyzing, 450  
  router confi guration testing, 451–452  
  stages of, 419–427  

  action plan and solution, 422–423  
  bringing the steps together, 425–427  
  changes, determination, 420–421  
  documention, 424–425  
  escalation, 421–422  
  information gathering, 419–420  
  most probable cause, 421  
  potential effects, identifying, 422–423  
  results and effects of the solution, identifying, 423–424  
  test environment, 423  

  switch confi guration testing, 451–452  
  time-domain refl ectometer (TDR), 450–451  

  Trunking, 180–181  
  Tunneling, 346–347  

  carrier protocol, 346  
  encapsulating protocol, 346  
  passenger protocol, 346  

  ‘Twisted’ pair, 49  
  Twisted-pair cable tester, 440  
  Two-factor authentication, 310–311  
  Types of networks, 4–6,   See also     Local area networks (LANs) 

  technologies  ; Metropolitan Area Networks (MANs); 
Wide area networks (WANs)  
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  Voice over Internet Protocol (VoIP), 31, 141, 397  
  Voltage event recorder, 446  
  Vulnerability testing, 392  

 W 
  War driving, 299  
  Warchalking, 299  
  Web proxy servers, 190  
  WebVPN, 349  
  Well known ports, 31, 130  
  WEP cracking, 299–300  
  Wide area networks (WANs), 4, 252–284  

  Asynchronous Transfer Mode (ATM), 272–273  
  circuit switching, 254–257  
  Dial-Up, 263–264  
  E-Lines, 271  
  frame relay, 270–271  

  fractional T-1, 270  
  Integrated Services Digital Network (ISDN), 

265–267  
  local WAN, 279–284  
  Multiprotocol Label Switching (MPLS), 274  
  optical carrier (OC) levels, 273  
  public switched telephone network (PSTN), 264–265  
  Synchronous Digital Hierarchy (SDH), 273  
  Synchronous Optical Networking (SONET), 273  
  T-Lines, 271–272  
  transmission media, 257–263  
  X.25 technology, 269–270  

  Wi–Fi Protected Access (WPA), 239, 355  
  Windows, network confi guration in, 13–15, 18–24  

  Windows Vista Network and Sharing Center 
dialog box, 14  

  Windows Vista Security Dialog box, 14  
  Wire management, 376  
  Wired equivalent privacy (WEP), 239, 355  
  Wireless access points (WAPs), 196–197, 234–236, 247–250  

  confi guration screen, 249–250  
  gateway, 247–248  
  installing, 236–242  

  Wireless authentication, 354–357  
  Remote Authentication Dial-In User Service (RADIUS), 

355–356  
  Temporal Key Integrity Protocol (TKIP), 356–357  
  Wi-Fi Protected Access (WPA), 355  
  Wired Equivalent Privacy (WEP), 355  

  Wireless devices, 194–197  
  wireless access point (WAP), 196–197  
  wireless NICs, 194–196  

  Wireless issues, 462–467  
  bleed, 463–464  
  distance, 466–467  

  latency, 466–467  
  environmental factors, 465  
  ESSID mismatch  , 466  
  incorrect channel, 465  
  incorrect encryption, 465  
  incorrect frequency, 465–466  
  interference, 462–465  
  standards mismatch (802.11 A/B/G/N), 466  

  Wireless LAN technologies, 233–242  
  access point placement, 234–236  
  antenna types, 240–241  
  appropriate encryption, confi guring, 238–239  
  beacon frames, 242  
  channels, 240  
  frequencies, 240  
  install client, 233–234  
  interference, 241  
  MAC address fi ltering, 236–238  
  service set identifi ers (SSIDS), 240  
  signal strength, 241  
  Wi–Fi Protected Access (WPA), 239  
  wired equivalent privacy (WEP), 239  

  Wireless MAC Filter, 238  
  Wireless media, 71–74,   See also   IEEE 802.11  

  confi guring, 74  
  installing, 74  
  multiple-input/multiple-output (MIMO), 72–73  

  Wireless NICs, 194–196  
  Wireless security, 238  
  Wireless threats, 299–301  

  Evil Twin, 301  
  rogue access points, 300–301  
  war driving, 299  
  warchalking, 299  
  WEP cracking, 299–300  
  WPA cracking, 300  

  Wireshark, 145–150  , 161–163  , 389–390  
  Wiring distributions, installing, 67–71  

  110 block, 69  
  66 block, 68  
  25-pair cable, 69  
  100-pair cable  , 69  
  demarcation point   (demarc  )   extension, 

69–70  
  horizontal cross-connects, 67  
  intermediate distribution frame (IDF), 67–69  
  main distribution frame (MDF), 67–69  
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  patch panels, 68–70  
  smart jack, 70  
  vertical cross-connects, 67  
  wiring installation, verifying, 70  
  wiring termination, verifying, 70–71  

  Wiring schematics, 383  
  Wiring termination, verifying, 70–71  
  Wordlists  , 321  
  World Wide Web (WWW), 3  
  Worldwide Interoperability for Microwave Access 

(WiMAX), 258  
  Worms, 292–293  

  WPA cracking, 300  
  Wrong DNS address, 458  
  Wrong gateway, 458  
  Wrong subnet mask, 458  

 X 
  X.25 technology, 269–270  

 Z 
  Zonealarm, 328  
  Zone-based fi rewalls, 340     
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